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Preface

What is this about? Chemistry? Physics?
Computer sciences. .. 7

It was February 2000 when I first heard about physical chemistry. It
was my first year as a chemistry undergraduate student at the Universitat
Autonoma de Barcelona, and I remember I felt a little bit shocked. The only
physics I knew at that time were the classical Newtonian laws of motion,
the energy conservation principle... and all those basics we learn at high
school. T could not manage to imagine how that physics could fit with atoms
and molecules. My first physical chemistry lessons dealt with thermodyna-
mics, but those lessons did not solve my incompatibility problem between
physics and chemistry. However, I realized for the first time that chemistry
was beyond the experimental and empirical study, and it could be beauti-
fully described with the language of mathematics. Later on, I would attend
lessons like chemical kinetics, spectroscopy, quantum chemistry, statistical
thermodynamics and chemical dynamics; which showed me that the bound-
aries between physics and chemistry were so thin that it was impossible (at

least for me) to figure out when one finished and the other started.

Let me say it in this way: If I were a Medieval monk, I would have
probably written this thesis with a quill and a pot of ink. People would see
that ink as a liquid consisting of the mixture of various pigments, each one

obtained from different natural sources, like beans or cuttlefish. It would



be clear to see chemistry in the composition of that ink. However, I am
not a Medieval monk, and I typed the lines you are reading right now with
my 21st century laptop. Is that chemistry too? Well, someone could say
that I am able to type these lines because they are the result of a beam of
electrons which refreshes my screen fifty times every second, and that could
be seen as physics. But are not those electrons generated from the emission
of a conglomerate of small liquid crystals inserted in a silicon matrix? That

would be chemistry again. As I said, the boundaries are very thin.

Nevertheless, if somebody who still wanted to establish a clear division
between physics and chemistry asked me today to place such a frontier, my
answer would be Democritus. In the 4th century B.C., the Greek philosopher
Democritus and his master Leucippus gave birth to a new way of understand-
ing matter. Through exclusively philosophic thoughts, what Greeks called
the Pure Reason, they described matter as being formed uniquely by invisible
entities called aTopo( (atoms), which literally means “uncuttable”. Nowa-
days a lot of scientists (not to say all of them) are very skeptical of this way
of thinking, without any experimental contrast. However, we cannot deny
that Democritus was extremely advanced for his time, because twenty-five
centuries later our microscopic description of the physical sciences lies com-
pletely on the existence of these atoms. Today, we all know that Democritus’
aTopo( is not the atoms we learned in our chemistry lessons (hydrogen, car-
bon, nitrogen, oxygen...). Thanks to J. J. Thompson and his cathode rays
experiments, it is clear now that the atom is far from being uncuttable, be-
ing in fact the host of smaller entities. While physicists are still working
to find the Democritus’ atouo(, the very first brick of matter beyond the
actual standard model of elementary particles, all the phenomena studied
by chemists lie at the level of the chemical atom, and the major challenge
of modern chemistry consists of understanding the interactions between the

different chemical atoms.

As chemists, we must have always in mind that the chemical atom is

an entity that does not follow the laws of classic mechanics, but behaves
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according to quantum mechanics. Hence, in order to get a quantitative des-
cription of a chemical reaction at a molecular level, we need to apply the
formulism of quantum mechanics to chemical systems, which brings us to
physics again. Such interaction between physics and chemistry led to the
discipline of quantum or theoretical chemistry in the early 1930s, after the
contributions of important personalities such as Planck, Schrodinger, Heisen-
berg, Born, Dirac... Even though theoretical chemistry has experienced a
fast growth with the continous development of algorithms and methodologies,
the basics established at the begining are still completely valid nowadays, and
the book by Linus Pauling and E. Bright Wilson “Introduction to Quantum

Mechanics with applications to Chemistry”, is a good example of that.

Despite the mathematical elegance of theoretical chemistry, its practical
insertion within the scientific community did not arrive until the final years of
the 1950s. The development of the first integrated circuit-based computers
allowed to perform the complex mathematical operations that theoretical
chemistry calculations demanded, within a reasonable time. At this point
of my discourse, a new discipline has appeared: computer sciences. Indeed,
the implementation of the mathematical description of chemistry on a com-
puter experienced a very fast evolution, since the number of transistors that
can be placed inexpensively on an integrated circuit increased exponentially,
doubling approximately every two years, according to Moore’s Law. The
application of theoretical chemistry on computers rose as a new discipline:
Computational chemistry. This evolution was so fast, that the first scientific
journal devoted to this discipline, “The Journal of Computational Chemis-
try”, was first published only thirty years later. As stated in the preface of
the first volume of the Reviews in Computational Chemistry, “During the
1970s, widely different methods began to be seen as part of a new emerging
discipline of computational chemistry”.! Hence, theoretical chemistry may be
defined as a mathematical description of chemistry, whereas computational
chemistry can be regarded as the application of chemical, mathematical and

computing skills to the solutions of chemical problems. However, despite of
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the eficiency of computers, we should never forget that computers do not
solve problems, only people do.
In conclusion, this thesis is about chemistry, but also about physics and

computer sciences. .. and what’s wrong with that? The more, the merrier!

Juan Manuel Ortiz Sanchez
Bellaterra, September 30, 2009
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General introduction

“A beginning is the time for taking the most delicate care that

the balances are correct.”

Frank Herbert, Dune (1965)
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1.1 The chemical problem

Chemistry has always shown a compromise between the generation of new
knowledge that allows us to understand the nature of our world, and the
development of new materials and technologies that provide us with a higher
quality of life. For many years, the most basic essence of chemistry involved
only processes where the formation and dissociation of chemical bonds took
place in the lowest electronic state (ground state). However, the study of
chemical phenomena is not limited to this situation. Each atom and molecule
presents different electronic states with different electronic distributions. In
those electronic states, the chemical processes do not take place like in the
ground state. In this sense, one of the most prolific and challenging natural
phenomena (both in fundamental and applied research) which is observed in

a wide spectrum of electronic states, is organic photochromism.

1.1.1 Organic photochromism

Words like photocopy or photograph are very popular among the general
public, and people inmediately know what they refer to. However, many
people are not aware of “photochromism” even though many of them wear
“light adjusting” ophthalmic glasses, a very common object which darkens
in the sunlight and bleaches in dim light, as shown in Figure 1.1.

We can trace the phenomenon of photochromism back to 1867, when J.
Fritzsche noticed that an orange-colored solution of tetracene became col-
orless in daylight, and recovered its original colour later at night. A very
important feature of photochromism was then observed: reversibility. Since
that early work, a similar behaviour has been observed in a huge variety
of organic compounds, both in solution or in solid state.®* The term pho-
tochromism, from the greek ¢w¢ (light) and ypwpa (colour), was introduced
from these observations to refer to any physical or chemical process where a
reversible change of color is induced by light. The development of the field

experienced an important expansion during the 1950-1960 period, along-
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Figure 1.1: A pair of ophthalmic glasses made with a photochromic organic compound.
The darkest part of the lenses is directly exposed to an intense beam of light.

side the development of physical molecular analysis methods (IR, NMR,
X-ray, UV, time-resolved and flash spectroscopies), and organic synthesis
studies. The works of Fischer and Hirshberg?® (whom suggested the term
photochromism) are considered as pioneering in the field. Along the years,
the original definition of photochromism has been extended in order to in-
clude from colored compounds to any molecular system capable of absorbing
electromagnetic radiation (deep UV to far IR). Nowadays, when we talk
about photochromism, we refer to any physical or chemical process where a
reversible change of color, and by extension, any other physical property, is

induced by electromagnetic radiation.?

In the ground electronic state, a typical photochromic process is usually
endoergic, and also presents a characteristic high energy barrier (~ 20 kcal
mol~!). These two factors prevent the reactants from evolving towards prod-
ucts. However, in the excited state the energetics of the reaction is reversed
and becomes exoergic. Besides, the energy barrier decreases or even vanishes.
In such conditions, the chemical reaction can take place very fast, sometimes
within times in the order of 107! s. In general terms, the mechanism of

a photochromic process starts with the photoexcitation of a thermodynam-
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Figure 1.2: Energy diagram of a simple unimolecular photochromic process between two
singlet states (left), and a schematic representation of the corresponding absorption/emission
spectrum (right). hvy and huvy refer to the energies that trigger the direct and reverse pho-
tochromic process, respectively; while A denotes the thermal transformation B — A. The
numbering of event follows the sequential order of the photochromic cyclic process. The solid
line and the dashed line in the spectrum represent the absoption band of A (1) and the emission
band of B* (3), respectively.

ically stable chemical species (let us call it A) from its ground electronic
state, to an electronic excited state. According to the spin conservation rule,
only those electronic transitions which keep the same spin multiplicity are
allowed (besides, depending on molecular symmetry other additional transi-
tion rules might apply). Given that almost every organic compound is found
a singlet state on its ground state (Sy), the electronic excited state also cor-
responds to a singlet state (S,, n > 0). However, there exist few cases in
which a molecule can undergo an internal conversion (IC) from a singlet
excited state to a triplet state (T,,) before the photochromic reaction takes

1011 From the Franck-Condon (FC) excitation point of this excited

place.
state, the A molecule evolves very fast to a second chemical species (we shall
call it B) with very different physical and chemical properties in comparison
with A. The transformation A — B usually takes place through one transi-
tion state (or even without energy barrier), but there are some cases where
the process is not direct and proceeds through a metastable intermediate,
like some dinaphthopyran derivatives.!? The reverse reaction from B to A
is also possible, and it can be thermically or photochemically induced. This

general description of a photochromic process is summarized in Figure 1.2.
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It is inferred from the figure that hv; > hi,. Hence, the emission band
of B corresponds to an electronic transition which is less energetic compared
with the transition corresponding to the absorption band of A. Should the
excited A especies not evolve towards a different chemical entity but only
fluoresce to the ground state, the difference between the maxima of the ab-
sorption and emission bands (either in wavelength or frequency units), which
is known as Stokes shift, is usually of the order of several hundreds of cm™?.
In contrast, in a photochromic process this difference is abnormally large (>
10000 em™!), due to the fact that the final photochromic especies (B) is no
longer the same chemical entity originally photoexcited (A).

Even though this introductory explanation about the general mechanism

of photochromism is limited to unimolecular reactions, there exist some cases

in which the process is bimolecular, such as photocycloaddition reactions.

1.1.2 Technological applications of photochromism

The excitation process of a photochromic molecule physically fixed at a
specific position in a given material environment can be seen as a writing
process. Analogously, the emission process of the “written” molecules can
be seen as a reading process. Given the reversible nature of organic pho-
tochromism, this switch on—switch off sequence can be repeated many times
due to the fact that photochromism is a nondestructive process.

One of the most fundamental problems of mankind, specially since hu-
man society reached its most complex stages of civilization, is the storage of
the huge amount of information that is generated everyday. Organic pho-
tochromism presents a great technological potential to overcome that prob-
lem, which is the reason why organic photochromism lies in the spotlight of
academic and technological development. However, it should not be forgot-
ten that within a photochromic cycle side reactions can occur, which lead
to the loss of perfomance over time due to chemical degradation (called fa-
tigue). Usually, the major cause of damage to photochromic substances is

oxidation.'
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The possibility of using photochromic compounds for data storage was
first suggested in 1956 by Yehuda Hirshberg.® Since then, a large number of
works by both academic and commercial groups have been published on the
subject. Of particular interest is the area of 3D optical data storage, where
the surface of the disc comprises the usual two dimensions of storage, and
the thickness of the disc represents the third dimension. This technology
promises discs that can hold up to several terabytes (Tb) of data per disc.
One of the most recent and promising photochromic compounds suggested
to be used in 3D data storage is the fluorescent protein asFP595.'

In the academic field, the studies compiled in the relatively recent special
issue devoted to Optical Memories and Switches, published on the journal
Chemical Reviews in the year 2000,'° should be mentioned as an ilustrative
example of the the field’s state of the art. In the bibliography of the last
ten years in organic photochromism,the works of Masahiro Irie and collab-
orators, who developed one of the first families of photochromic materials
(diarylethenes),'” ¥ have to be highlighted. It is also worth mentioning the
works of Seth Marder and collaborators, who performed the development
of logical approaches to the molecular design of high 2-photon cross-section

20-22

chromophores, and Min Gu and Yoshimasa Kawata, who developed me-

thods for the enhancement of the writing — reading process in data storage
devices.?% 24

In addition to the academic research, several corporations like Colossal
Storage® from the USA, or Microholas®® from Berlin (just to mention two
examples), have begun to commercialize 3D optical data storage devices. Ho-
wever, it is not yet clear whether this technology will ever come to market
in strong competition from other quarters such as hard drives, flash storage,
holographic storage (CD, DVD, HD-DVD, Blue-Ray...) and internet-based
storage. Regardless of whether 3D optical data storage becomes widely used
or not, the very first attempts of five-dimensional optical recording can al-

ready be found in the most recent scientific publications.?”
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Even though the storage of data is the most developed application of
photochromic compounds, they can be also applied to the transport of ions
through a membrane or the design of stimulated emission devices; but their
presence is also ubiquitous in our dayly experience: sunglasses, toys, cosmet-
ics. .. If necessary, to maximize the properties of these compounds, many of
them are incorporated into polimeric structures, liquid crystals or other ma-
trices; or they can be forced to change between desired colors by combination
with a permanent pigment. After all, since photochromic chromophores are
dyes and operate according to well-known reactions, molecular engineering
to fine-tune their properties can be achieved relatively easily using known
design models, theoretical chemistry and experimentation. At this point, it
is convenient to highlight that there exist few lines of research in chemis-
try where the synergy experiment-theory is so beneficial as in the study of

photochromic processes.

1.1.3 Photochromic compounds and reactions

The variety of organic compounds that exhibit photochromic properties is
huge, due to the fact that the development of organic photochromism has
been parallel to the development of organic synthesis, as previously explained.
Figure 1.3 shows the most significant families of photochromic compounds
cited in the specialized literature.?

There exist also photochromic compounds in biological systems, but only
a few of them are able to keep their photochromic properties after being
isolated from their cellular environment. Some examples are the retinal pro-

28,29

teins, which participate in the mechanism of vision in animals, and phy-

30,31 which control the photomorphogenesis process in plants.

tochromes,

Nevertheless, photochromism is not limited to organic compounds. Many
inorganic substances also exhibit photochromic properties, as for example sil-
ver and zinc halides (usually the corresponding chloride). Actually, one of the
very first applications of photochromism, ophthalmic glasses, was first based

in inorganic compounds. Even though the inorganic crystals are stronger
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Figure 1.3: The families of organic photochromic compounds most cited in the specialized
literature (see Ref. 2).
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Figure 1.4: Examples of the six photochromical reactions found in the specialized literature.

and have a better resistance to grating or scratching than organic crystals, it
is well known among the glass-wearing public that organic crystals are much
lighter and resistant to falling than inorganic ones. For that reason nowadays
the photochromic inorganic substances are less used in the manufacture of

glasses.

The chemical reactions these photochromic compounds may undergo af-
ter photoexcitation is very varied. The actual classification of photochromic
reactions, according to the literature, is as follows:? electrocyclation, in-
tramolecular proton transfer, cis-trans isomerization (usually preceded by
a proton transfer process), intramolecular functional group transfer, dissoci-
ations (homolytic or heterolytic) and oxido-reductions. Figure 1.4 shows a
particular example of each reaction. Several of these reactions range among

the fastest chemical reactions known to date.
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Nowadays there are better resources to study photochromic reactions than
20 years ago, mainly due to two reasons: (i) the experimental techniques
which allow to follow ultrafast phenomena, with time resolutions of a few
femtoseconds, are more common in standard laboratories, and (i7) the avail-
ability of advanced theoretical methods which allow to study bigger systems

with a good accuracy at reasonable calculation cost.

1.1.4 Excited state intramolecular proton transfer pro-

cesses

Among the different types of photochromical reactions, the excited state in-
tramolecular proton transfer (ESIPT) processes are of very special interest.
Hydrogen is a very particular element at the interface between physics, che-
mistry, biology and technology. It forms covalent bonds and hydrogen bonds
in inorganic, organic and biochemical systems. It has four isotopes (which
leads to the main kinetic isotope effects knwon), and it can exist as free or
solvated proton, hydrogen atom, hydride anion and always as a quantum-
mechanical material wave. Hence, it is not surprising that hydrogen transfer
has been a hot topic for experiments and theory for decades.?*33 It is well-
known that photoinduced proton-transfer reactions play a fundamental role
in many chemical and biological processes. However, given the characteristic
high rate of such reactions, they can only be followed using femtochemistry
techniques. From the theoretical point of view, ESIPT processes are spe-
cially suited for consideration as the relatively low number of atoms implied
in the process allows for quite sophisticated and accurate quantum-electronic
calculations. Also the dynamics of the whole process can be followed using
molecular dynamics techniques that would be too time consuming were it
not for the ultrafast nature of the process.

ESIPT processes generally occur in chemical compounds which present,
in their molecular structure, a delocalized m—electron system and one or sev-
eral regions where acidic and basic functional groups are relatively close.

Despite of the large diversity of molecules known to undergo ESIPT), it is
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well-accepted that ESIPT processes are usually initiated by the absorption
of electromagnetic radiation (by the 7 electronic system) which promotes the
molecule towards an electronic excited state. In such excited state, usually
characterized by the HOMO (7) — LUMO (7*) electronic transition, the
enhancement of the acidity and basicity of these functional groups occurs,
thus favoring the proton transfer process. In other words, the potential en-
ergy surfaces (PES) of the ground and excited states are so different, that
the more stable tautomer in the ground state becomes less stable (or even
unstable) in the excited state. The most commonly observed examples are
when the acid and basic groups share a hydrogen bond, e.g. between hydroxil

and imine groups, respectively.

The vast majority of studies have dealt with single ESIPT processes.
Excited-state intramolecular double proton transfer (ESIDPT), in contrast,
is far less well-known. In ESIDPT, the reaction is expected to be more
complicated, since two possible limiting mechanisms can be envisaged. In
the first limiting mechanism, the two protons transfer in a single step (con-
certed mechanism), whereas in the second, one proton transfer precedes the
other so that the mechanism involves a zwitterionic intermediate (stepwise
mechanism). The possibility of two or more proton transfer processes opens
the door to several reaction paths so that the possibility of obtaining a sta-
ble structure upon photoexcitation at a given wavelength largely increases,
enabling the design of fine molecular photomemories.>* Water molecules or
other substrates can mediate the ESIPT process, via a “proton relay” mecha-
nism, which eventually results in a formal intramolecular proton transfer.3> 37
However, these systems are even less common and are restricted to only a

few molecular compounds.

The reversible ultrafast transfer process of a very light particle (such as
the proton) enables (for example) the design of molecular switches i.e. molec-
ular devices which can oscillate very quickly between two positions. This

38

application sets the basis for optic photomemories.”® The importance of

ESIPT processes in technological applications is thus undeniable. However,
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its importance goes beyond the field of lifeless environments. Photoinduced
intramolecular proton transfer is also an ubiquitous process in biology.?® A
large number of biomolecules, from small cofactors to large proteins, owe their
tridimensional structure (and thus its biological function) to ESIPT procce-
ses. In addition to this, such molecular structures play a very important
role in many biochemical processes like electron transfers, energy produc-
tion, ion transport...In other words, the study of ESIPT processes is also
relevant from the fundamental point of view, in order to get a deeper under-
standing of all these biochemical processes acting in nature. Some examples
of such processes are the photorelease with near — UV light of biologically
relevant compounds (ATP, amino acids...),% the mutation processes that
can take place during the DNA replication process (both source of evolution

41,42 or the protein — ligand binding processes.** Even more

and illnesses),
recently, the biological and biomedical applications of ESIPT processes have
recevied attention with the 2008 Nobel Prize in Chemistry, awarded to Os-
amu Shimomura, Martin Chalfie and Roger Y. Tsien for the discovery and

the development of applications of the green fluorescent protein.** 46

1.1.5 Presence of competitive processes in ESIPT re-

actions

In many chemical reactions that take place in the electronic ground state, the
possibility that the reactants participate in side reactions towards different
final products exists. Temperature, pressure or the presence of certain chem-
ical species may cause the appearance of different mechanisms. In contrast,
there are many classes of electronic excited states, each one described by a
different PES, which can present a large number of minima, transition states,
but also interacting regions between different electronic states. Hence, in ES-
IPT reactions, as in every reaction in excited states, the presence of side reac-
tions that compete with the main photochemical process is more ubiquitous

than in the ground state.



14 1.1 THE CHEMICAL PROBLEM

Immediately after the photoexcitation process, also known as photo-
physics as no changes in the electronic bond structure take place,*” the quan-
tum of energy contained in the absorved photons is rapidly distributed among
the traslational, rotational, vibrational and electronic degrees of freedom of
the molecule. The energy distribution among certain degrees of freedom will
set off the main photochemical mechanism, and thus the reactant will evolve
towards a final photoproduct along a given PES. Eventually, the final pho-
toproduct will relax to the ground state. This scheme of events is referred
as adiabatic photochemistry.*” However, the distribution of energy among
different degrees of freedom might trigger secondary mechanisms which can
compete with the main process. It is then compulsory to monitor the evo-
lution along the different PESs in order to get a full understanding of the

photoinduced chemical reaction.

In experimental photochemistry, the most used marker for that purpose
is the quantum yield (QY, usually denoted as ®). The QY of a radiation-
induced process is the number of times that a defined event occurs per photon
absorbed by the system. Hence, either a QY for the absorption process or for
the ulterior emission process can be defined. Concretely, those molecular sys-
tems that exhibit an intense emission of radiation, present a value of ® close
to 1, i.e. practically every absorbed photon leads to the emission of a concrete
final photoproduct. However, any reduction in the emission QY means that a
fraction of the total energy has activated a relaxation channel different from
the emission of radiation. This new channel represents a competitive process
of the main photochromic process. In such cases, the molecule has experi-
enced a deactivation process, or quenching in the photochemical terminology.
The most usual quenching mechanism is the radiationless decay, which takes
place when the molecule reaches a crossing channel, also known as funnel,
between the two PESs corresponding to the excited and ground electronic
states. In the regions where two electronic states are very close in energy,
molecular energy transfer processes between the two states are very likely to

occur. Thus, such deactivation processes are very efficient. These processes
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Figure 1.5: Hypothetical potential energy profiles of the singlet ground state and first
singlet excited state of a given molecular system. The most singular points are denoted as FC,
AC and Cl for Franck-Condon, Avoided Crossing and Conical Intersection, respectively. The
curly, dotted, dashed and solid arrows represent absorption, photoadiabatic reaction, emission
and non adiabatic processes, respectively (Figure inspired on Figure 1 in Ref. 47).

are called internal conversions or intersystem crossings, if the energy transfer
takes place between states of the same or different multiplicity, respectively.
In terms of PES topology, the regions where these processes take place are
called conical intersections (CI) or avoided crossings, to differentiate if such
an effective crossing between two electronic states does or does not really
exist, respectively. Those processes constitute the non-adiabatic photochem-
ical processes, as during the chemical reactions a change of PES has taken

place.*” A graphical summary of these processes can be seen in Figure 1.5

Nowadays there is no doubt about the key role ClIs play in non-radiative
de-excitation transitions from excited electronic states to the ground elec-

48 and

tronic state of molecules in many chemical and biological reactions,
ESIPT processes are not an exception. However, even though the use of
femtosecond laser experiments show direct evidences of their existence, the
concept of a CI is strictly theoretical, and as such is not directly accessible

to experimental observation. Given that a general mathematical procedure
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to predict the presence of a CI in a molecular system does not seem to exist,
the work of many theoreticians during the last decade, remarkably Robb,

9

Olivucci, Bernardi and collaborators,*® consisted in the sistematic determi-

nation of CI in a large number of photochemical reactions.

1.2 Molecular systems of interest

The variety of organic compounds that exhibit ESIPT processes is so wide
that a four-year research term suffices only to scratch the surface of this vast
field. After saying so, the most logic question that you may be thinking right
now is: which molecular systems are interesting enough to be studied in such
a short period of time? As researchers, our interests should be placed in those
problems of general relevance for which a clear and definitive explanation
has not been found yet. Besides, our attention should be also focused on
these unsolved problems for which our traditional approaches to the solution
become inappropriate, and a revision of our methodology is needed.

Proton transfer reactions, and more concretely ESIPT processes, meet
our criteria for what we consider research of interest. As it has been com-
mented, ESIPT processes are with no doubt among the most basic chemical
reactions by excellence, as they are present in gas phase, solution and even
in solid state, both in inert or biological systems. The apparent simplicity of
the process should not be overrated, because defining a general ESIPT reac-
tion as the ultrafast displacement of a proton from one location to another
within a molecule is far from complete. Actually, the transfer of the proton
between the donor and acceptor atoms is not usually free from the influence
of other chemical or physical processes, like cis-trans isomerization or inter-
nal vibrational energy redistribution. These additional processes make the
study of ESIPT processes a daunting task. Besides, the complexity of the
study can even increase if we consider not one but multiple proton transfer

processes.
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In theory, we can determine the temporal evolution of the system through
all these possible paths, by means of the Schrodinger equation, if we can com-
pute the energetics of each parallel process. Quantum chemistry provides a
solid framework to achieve this: the Born-Oppenheimer (BO) approximation,
probably the most central approximation in theoretical chemistry. However,
it is possible that the different electronic states where the ESIPT process
takes place intersect at certain molecular geometries. At these special re-
gions of the PES, the BO approximation is, by definition, no longer valid.
Hence, the traditional treatment of the energetics and the dynamics of the
system based on the separation of the electronic and nuclear coordinates
breaks down. In order to obtain correct results for this situations, a new

formulation of the BO approximation must be adopted.

With this aim in mind, the molecular systems whose studies are collected

5055 pepresent direct examples of the different orders of

in the present thesis
complexity that the study of ESIPT processes can present; from the com-
prehension of (sometimes) controversial experimental data to the need of
adoption of efficient theoretical strategies that fit best to solve each prob-

lem.

First of all, we focus on determine the basics of ESIPT reactions, isolated
from competitive processes. To this end, it is necessary to study molec-
ular systems that undergo standalone ESIPT processes. No other paral-
lel processes should be present or, at least, should not interfere with the
proton transfer reaction. The derivatives of the anil compounds (see Fig-
ure 1.3), best known as aromatic Schiff bases, represent a large family of
photochromic compounds that has attracted much attention over the last
years.’s % The simplest member of this family, the salicylidene methylamine
(SMA) molecule, is far from being a well-studied system. Very little has
been published about its photochemical properties and behavior, but more
important, no other competitive processes to the ESIPT have been reported
for SMA to date. Besides, the derivatives of the 2-(2’-hydroxyphenyl) ben-

zoxazole compound represent another well-known and most simple molecular
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families that follow ESIPT process.’' % The dynamics of the ESIPT process
of the 1-hydroxy-2-acetonaphtone (HAN) molecule, one of its family mem-
bers, has been recently described as the sole ultrafast transfer of the proton.%*
Hence, these two actual molecular systems, SMA and HAN, are of great in-
terest to stablish the basic features of ESIPT, but also as a first step in the

study of larger members of their correspondig photochromic families.

Secondly, the study of ESIPT processes must be brought one step be-
yond. We are interested in determining the effect that possible competitive
processes may have on the ESIPT reaction. For this study, we have revisited
the aromatic Schiff bases. Undoubtedly, the salicylideneaniline (SA) system
is the most thoroughly studied aromatic Schiff base.’”*® However, the results
are not fully consistent and much controversy is still present regarding the
full photochemical behavior of SA. Several studies point out to the presence
of non radiative processes that directly compete with the proton transfer
process. The SA system fits with our purposes in this second step of our

study.

Finally, we take a careful look to the study of molecular systems which
present multiple ESIPT processes. In contrast to their single homologues,
multiple ESIPT processes exhibit alternative reaction paths for the proton
transfer process, which makes their study more complicated. But more im-
portant, systems that present multiple ESIPT and competitive non adiabatic
processes together are being thoroughly studied for their potential applica-
tion as molecular photochromic devices. A few years ago, the advisors of
the present thesis reported a quantum dynamical theoretical report on the
ESIDPT process in [2,2-bipyridyl]-3,3’-diol (BP(OH)3),% one of the best
studied multiple-ESIPT systems.®® "™ Here, we have extended this previ-
ous study to the isoelectronic bipyridyl derivative [2,2’-bipyridyl]-3,3’-diamie
(BP(NHy)3), and the hipothetical hybrid derivative of the former two, the
2,2’-bipyridyl]-3-amine-3’-ol (BP(OH)(NH,)) compound. We analyze and
compare the viability of these bipyridyl derivatives as molecular optical de-

vices.
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In this way, this thesis presents a progressive and systematic approach to
the enormously complicated, and at the same time fascinating, set of systems
that present ESIPT. The study evolves from the simplest (without compet-
itive processes) single ESIPT, to the most complex and realistic systems, in
which competitive processes take part. The final chapter presents a humble

proposal for a technical use of some of these systems.






Experimental techniques in chemical
kinetics

“A chemical physicist makes precise measurements on impure

compounds. A theoretical physical chemist makes imprecise
measurements on pure compounds. An experimental physical

chemist makes imprecise measurements on impure compounds.”

From GAUSSIAN 03’s quotes.
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At this point of reading, you might have got surprised to find a section
about experimental techniques in a thesis which is clearly devoted to theo-
retical and computational chemistry. This is so because I cannot conceive
Chemistry separated from the experimental study. It is necessary for the
theoretician to understand how the experimentalists work, in order to take
the first glance at the chemical problem. This is usually the starting point
for his/her theoretical contribution to the solution. In our case, it should be
necessary to understand how a chemical reaction can be followed, not only
in its electronic ground state, but also in any electronic excited state. With
this aim in mind, this section serves as a basic introduction for you (and
also for myself too) to the most common experimental techniques used in
chemical kinetics, with a special focus in femtochemistry. Please note that
the following presentation on experimental techniques does not by any means
attempt to be exhaustive, and the references therein have been chosen with
the intention of pointing you to further material, rather than honoring all
the work that has been made in this field.

We call chemical kinetics, also known as reaction kinetics, the study of
rates of chemical processes. The first work on reaction kinetics is considered
to be the one of Peter Waage and Cato Maximilian Guldberg, who stablished
in 1864 the law of mass action, which states that the speed of a chemical
reaction is proportional to the quantity of the reacting substances. Thirteen
years later, Jacobus Henricus van’t Hoff would arrive at a similar relationship
and would demonstrate experimentally its validity. In addition to this, in
1889 Svante Arrhenius provided one of the most simple, but remarkably

accurate, empirical relationships known in chemistry:

k(T) = AeFe/BT (2.1)

which gives the dependence of the rate constant k£ of a chemical reaction
(that is, a value which quantifies the speed of a chemical reaction) on the
absolute temperature 7. Such formula would be given a theoretical ground

with the arrival of the Transition State Theory developed by Eyring, Evans
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and Polanyi in 1935. Nevertheless, these two major contributions essentially
established the mathematical models that describe the characteristics of a
chemical reaction and how different experimental conditions could influence
their rate. What was left was only a matter of designing experimental set

ups with which the rate of a reaction could be measured.

The very first kinetic experimental techniques used, and also the first
every scholar learns, were chemistry-based methods. They consist in taking
samples of a chemical reaction in solution at regular times, stopping the
reaction with the use of a proper inhibitor or decreasing the temperature, and
directly measuring the quantity of product formed or reactant consumed by
titration. This methods are only suitable for slow reactions (in the second and
minute time scale), but are cheap and easy to use. However, they generate
residues and the overall process is very aggressive with the sample. These
disadvantages were overcome when physical methods were introduced i.e. to
follow the time evolution of a physical property of the reaction, which depends
on the concentration of one or more chemical species involved in the reaction.
This new branch of methods, which are cleaner and less aggressive than the
chemistry-based methods, can be coupled with spectroscopic techniques in
order to study faster chemical reactions. The main disadvantage is that
the faster the reaction we want to follow is, the more expensive and more

complicated the experimental set up becomes.

Flux methods were the first attempt to combine physical kinetic methods
with spectroscopic detection techniques. This technique was originally de-
veloped by Hartridge and Roughton in the 1920s,”! and allowed to study
reactions in solution which took place in the milisecond time scale (1073 s).
A simple sketch of the array is depicted in Figure 2.1. Basically, the reac-
tants are physically separated in different and thermostated compartments
at a concrete pressure. At a certain time the plungers of each compartment
are simultaniously activated, releasing the reactants at a constant flux rate.
At the point where all the pipes converge, the pressure of the reactants allow

the mixture to take place within 10™* s, and it is assumed that the reaction



EXPERIMENTAL TECHNIQUES IN CHEMICAL KINETICS 25

Spectrometer @
Py

N

'1cm | Photodetector
L, t=i0's

Figure 2.1: Schematic diagram of a kinetic flux method experimental setup.

starts when the mixture begins to advance through the central tube. Let us
suppose the array was set in a way that the mixture takes 1072 s for advanc-
ing 1 cm. Hence, if we want to take a measure of the kinetics after 1073 s,
we should place our spectrometer 1 cm away from the mixture region, and
so on. It is essential to obtain a complete mixture between reactants before
taking any measure. Because the mixture usually takes at least ~107 s to
be complete, this technique is limited to reactions within the milisecond time
scale.

Thirty years later, Manfred Eigen and collaborators developed a new kind
of techniques which overcame the limitation of the flux based methods, the
so called relaxation methods.”™ Instead of mixing the separate reactants, the
main idea consists in starting from a mixture which is in chemical equilibrium.
If a little but sudden perturbation is applied over this system, for example a

temperature change, then according to van’t Hoff’s equation:

dInK B AH?
dT  RT?

a temperature change must suppose some change in the equilibrium con-

(2.2)

stant K, then the equilibrium state is lost and the system evolves to a new
equilibrium. The transition from one equilibrium state to another takes place

within the kinetics of the reactions, which can be measured. As an ilustrative
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example, we will assume a first order reversible process:

A — B (2.3)

with ki and k_; for the direct and reverse rate constant processes, respec-
tively. Being a and b the equilibrium concentrations, and (a + ) and (b— )
the concentrations at a certain time t for the species A and B, respectively,

the corresponding rate equation is:

_d_a? — kl(a —|—x) — kfl(b - :B) =

dt
= kla - kflb + (kl -+ k,l)x = (kl -+ k,l)x (24)

where the relationship kja = k_1b has been used. By integrating (2.4) we
arrive at:
x = goe”kitk-1)t (2.5)

where xg is the initial perturbation applied on the system. From this equa-

tion, we can define a relaxation time 7 as:

T = (kl -+ kfl)il (26)
and thus, if the equilibrium constant K = kk—_ll at the final temperature is

known, both k; and k_; can be determined from 7.

Within these techniques, the kinetics of chemical reactions in solution
could be measured up to the range of 107* s - 107 s. However, the study of
gas phase reactions was behind the studies of reactions in solutions, which
was still limited to very slow reactions. In 1949, and simultaneously to the
development of relaxation methods, Manfred Figen, Ronald George Wreyford
Norrish and George Porter performed the first experiments of a new tech-
nique which would awarded the Nobel Prize of Chemistry in 1967, the flash
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Figure 2.2: Schematic diagram of a flash photolysis experimental setup.

photolysis.” The corresponding experimental array is roughly presented in

Figure 2.2.

As we can see, the main element is a reactor containing the reactants to
be studied, which can be either in gas phase or in solution. This reactor
needs to be built up with a transparent material. The array is completed
with two light sources, one close to the reactor (called the flash) and the
other more separated (the spectrometer). The flash serves as the activator of
the reaction (hence the need of transparent walls), and because of this, only
reactions that can be photoactivated can be studied with this technique. In
this sense, flash photolysis was the first major contribution to the develop-
ment of modern photochemistry. The second light source, the spectrometer,
is used to take the measure. Adjusting the distance between the spectrome-
ter and the reactor, which determines the time the beam takes to reach the
photodetector, allows for obtaining measures at different times. The exper-
iment can be performed activating both light sources at the same time or
not, but either way, the experimentalist had absolute control of the initial
time of the reaction. In 1949, the most common light sources available were
Xenon flash lamps, with which Eigen, Norrish and Porter succeeded in taking

kinetic measures of a chemical reaction 1070 s after it was initiated.

The time limit of 107% s was the shortest time an experimentalist could
measure in a kinetic chemical process in the decade of 1950. It was not until

the arrival of another keypiece in the development of photochemistry that this
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limit could not be beaten; the laser. Laser stands for Light Amplification
by Stimulated Emission of Radiation, and was first developed in 1958 by
Townes and Schawlow. In a nutshell, a laser is an optical device which
produces a highly intense, directional and monochromatic beam of radiation.
With such a radiation, it is possible to obtain time measures well under 10~%
s. Actually, the limit of detection in chemical reactions decreased nearly
3 orders of magnitude during the next twenty years, since the laser was
developed (1072 s in 1960 and 10~'? s in 1970). 1970 set the inflection point
in the history of chemical kinetics. At room temperature, the speed of an
atomic nucleus is about 10* cm st - 10° cm s~!. At this speed, the time it
takes for two nuclei to collide is in the order of 107! s - 10712 s. It means
that before 1970, it was not possible to take a time measure right after a
collision between nuclei had taken place. That year marked the transition
between chemical kinetics and chemical dynamics i.e. the study of rates of

chemical processes at a molecular level.

Needless to say, the main contributor to the development of the mod-
ern experimental techniques in the field of photochemistry is the Egyptian-
American chemist Ahmed Zewail. Using a rapid ultrafast laser technique
(consisting of ultrashort laser pulses delayed by mirrors), Zewail studied re-
actions on very short time scales (1071 s) in 1987. Such times were short
enough to analyze “transition states” in selected chemical reactions. Al-
lowing to study chemical reactions in the femtosecond time scale, this new
branch of techniques were named femtochemistry, for which Zewail obtained
the Noble Prize of Chemistry in 1999.7 In Figure 2.3 we can see the sketch

of a classical femtochemistry experimental array.

One of the main requisites (and also one of the hardest to obtain) of a
femtochemistry experiment is the formation of a fine beam of molecules from
the sample, in order to take measures at the single molecule level. This can be
achieved first by jet cooled techniques, which descend the temperature of the
sample and slow down the speed of the molecules. Then, the molecules are

directed to a filter containing a gap on the order of the molecular diameter,
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Figure 2.3: Schematic diagram of a femtochemistry experimental setup.

thus obtaining a beam of single molecules. As in a flash photolysis array,
two light sources are also used, which are generated by a pulsed laser. A
first beam, called pump, is sent to excite each molecule. The second beam,
called probe, is delayed with respect the pump beam with the aid of a set of
calibrated mirrors, which alter the course of the origial beam and set a delay
time between both beams. Depending on the chemical nature of the sample,
the probe beam may cause an induced emission of the excited molecules
(thus obtaining an emission measure) or may cause a second absorption via
a two-photon absorption process. The calibration of the mirrors, which in
the end determines the time of the measure, can take several months, an a
little deviation of some nanometers in only one mirror can cause a time delay
of several picoseconds, a time for which the reaction under study is beyond
completeness.

Many variations of this basic array exist, such as the most modern femto-
chemistry techniques called transient-absorption spectroscopy, time-resolved
infrared spectroscopy or time-resolved fluorescence spectroscopy; but all of
them belong to the family of the so-called “pump-probe” methodologies,
which has proved to be the most efficient in the study of ultrafast processes,

being the lowest measured time around 50 fs.™
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In the concrete case of ESIPT processes, the emission of the excited pho-
tochromic products can be induced by sending a probe beam at different
times, thus obtaining its experimental emission spectrum. As the photore-
action advances, the emission signal of the photoproduct tends to increase.
Otherwise, the decay of the photoproduct’s fluorescence can be also mea-
sured as the reaction goes on. These characteristic raise and decay times,
which are the main experimental data that a theoretician can be interested
in, can be obtained by fitting these signals with mono-exponential functions
(assuming a first order kinetics). However, if the signals are better fitted
with a multi-exponential function, this can be indicative of the presence of

several mechanisms involved in the postESIPT process.



Theoretical and computational

chemistry

-“What’re quantum mechanics?”

-“I don’t know. People who repair quantums, I suppose.”

Terry Pratchett, Eric (1990)
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3.1 Basics of quantum mechanics

The study of ESIPT processes in small organic compounds is particulary
attractive from the theoretical point of view. These systems usually present
a well defined reactive starting geometry which can be easily modelled, in
contrast to large biomolecules. In addition, the time the proton transfer lasts
can be measured precisely, so that the comparison between experimental and
theoretical data is more direct. The involvement of light nuclei (hydrogen
atoms) in chemical reactions causes the quantum nature of matter to arise, in
the form of tunnel or interference effects. In that case, the laws of quantum
mechanics have to be applied in order to get a quantitative description of

these processes.

According to the formulism of quantum mechanics, the most suitable
mathematical object to describe the quantum state of a physical system is
the state vector [¢), which in Dirac’s notation is called ket vector. Nowa-
days, the academic formation of a general chemist might include several gaps
on the fundamentals of quantum mechanics, which can represent a serious
handicap when dealing with abstract objects as ket vectors. However, the
most important feature we should consider about ket vectors is that they
represent the system, and thus they contain all the information about it
(position, momentum, energy. .. ), which in turn can be obtained by proper

mathematical manipulation.

Ket vectors can be used to define a single quantum state, or the combina-
tion of different quantum states (also known as wave packet), for a concrete
system. However, concepts such as vector state or wave packet come from
the physical formulation of quantum mechanics, and trying to adapt them
into chemical problems can be tough. It would be of great help if we could
represent the ket vector of a system over a concrete set of coordinates e.g. the
electronic or nuclear positions in a molecule. This is possible since the state
vector of a system can be projected (by dot prodcut operation) over a given

configurational space ¢:
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({q19) = () (3.1)

where (7 | and ¥(§) are two new mathematical entities known as bra vector

(of the configurational space ¢) and wave function, respectively.

The advantage of dealing with the wave function is that it still contains
all the information of the system (as does the vector state) and it is also
a function of a given set of coordinates ¢. Hence, any important physical
magnitude of the system can be expressed as a function of these coordinates.
That is the reason why theoretical chemists have adopted the wave function

concept as the most suitable way to describe a chemical system.

In order to study the behaviour of any system, it is not enough to define a
state vector or a wave function. It is also necessary to observe how this system
evolves with time. Newton’s laws of motion are no longer valid to describe
the systems we are interested in. Its quantum equivalent is represented by

the time-dependent Schrodinger equation:

o .
i (3.1) = Hu(d.) (32)

where H is the Hamiltonian operator, and the wave function depends also on
time. It has to be noted that, as written, Eq. 3.2 could be applied to every
imaginable physical system, as only a wave function and a Hamiltonian have
to be provided. If we set ¢ as the collective coordinate to represent the posi-
tion of both the nuclei and electrons on a molecule as ¢ = {Ghuciei, Gerectrons }
and do not consider any relativistic effect on the system, the molecular Hamil-

tonian becomes (expressed in atomic units with e = m, = A = 1):

H=Ty+T- +Vyy+Veem + Vi =

(Continues on next page.)
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According to Eq. 3.2, the wave function ¢(q,t) depends on the time and
both on the electronic and nuclear coordinates, and these variables are a
priori non-separable. However, certain special conditions exist in which a
separation of the variables can be possible. In the case that the molecular
Hamiltonian has no time dependence and the system is described with an
eigenstate of the Hamiltonian, 1(g,¢) can be rewritten as a product of two

functions in which the space and temporal coordinates can be separated:

(g, 1) = V(9)D(t) (3.4)

since we have imposed that H # H (t), replacing Eq. 3.4 into Eq. 3.2 leads

to:

m% W(Q@(t)] = H[U(D() =
L1 00t HU ()

this relationship of equality can only be true if Eq. 3.5 does neither depend
ont or ¢, i.e. it is a constant. Given that the Hamiltonian H is the operator
corresponding to the total energy of the system, that constant has to be the
molecular energy F. Hence, from the left term of Eq. 3.5 we can easly see
that:

m%a?—f) = FE = ®(t) = e BUR (3.6)
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and from the right term:

HY(q)
v(q)

where Eq. 3.7 is known as the time-independent Schrodinger equation, given

— E = HU(§) = EV(q) (3.7)

that the time-dependence has been removed from Eq. 3.2. Since the early de-
velopment of quantum chemistry, most of the efforts of theoretical chemists
have been placed in solving Eq. 3.7 in order to obtain the total energy of
a molecular system within a stationary state. However, this description
does not take into account the time evolution and hence the motion of the
molecules; and no chemical reaction can occur in such conditions. Thus, the
time-independent Schrodinger equation must be seen as a first step to the

real problem that is needed to solve the time-dependent scheme.

3.2 The Born-Oppenheimer approximation

3.2.1 Description of the approximation

Even after the simplification achieved by the time-space separation in Egs. 3.6
and 3.7, the resolution of the time-independent Schrodinger equation still be-
comes unfeasible for virtually every chemical system. The electrons—nuclei in-
teraction term f/ef ~ in Eq. 3.3 does not allow the separation of the electronic
and nuclear coordinates, which results in a problem of serious mathematical
complexity. However, this limitation can be overcome with the introduction
of the BO approximation.

According to this approximation, given the mass difference between nuclei
and electrons (M pucei 2 1,800 Mejectron), 1t 18 reasonable to expect that
the fast electrons will adjust instantly to the more inertial nuclei. This is
mathematically traduced by rejecting the nuclear kinetic energy operator
term T when compared with the electronic kinetic energy operator term
T .- in Eq. 3.3. In that way, the nuclear—nuclear potential energy operator

term Vyy becomes a constant, and the nuclear and electronic coordinates
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become uncoupled. Hence, we can separate the molecular Hamiltonian into

pure electronic and nuclear contributions and Eq. 3.7 can be split into:

HYA(70Q) = UQ)Ve(7: Q) (38)
In(@) +U@)] vn(@) = Eun(@) (3.9)

where H, = Tef + \A/efef + \A/efN + Vyy is the electronic Hamiltonian, W, (q; @)
is the electronic wave function, U (@) is the total potential energy of the
molecule assuming the nuclei fixed in the coordinates (Q), Uy (@) is the nu-
clear wave function, and F is the total molecular energy. Egs. 3.8 and 3.9 are
known as the electronic and nuclear time-independent Schrodinger equations,
respectively. Within the BO approximation, the original time-independent
Schrédinger equation is divided into two different (and less complex) parts.
However, the validity of the BO approximation may be compromised under

certain special circumstances, as will be discussed in Section 3.3.

3.2.2 Electronic-structure methods

The resolution of the electronic time-independent, Schrodinger equation (Eq. 3.8)
allows the evaluation of molecular properties, such as electronic charges or
dipolar moments. But more important, in order to perform a time evolu-
tion calculation of the nuclei, a previous knowledge about the energy of the
chemical process is needed, in other words, some information about the shape
of the PES must be provided. By solving the electronic time-independent
Schrodinger equation on selected fixed geometries (thus assuming the va-
lidity of the BO approximation), it is possible to obtain information about
the topology of a concrete electronic state. In this sense, the electronic cal-
culations are not considered the goal, but the way to treat the dynamical
problem.

The exact solution of the electronic time-independent Schrédinger equa-

tion can be obtained for one electron systems. However, as the number of
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electrons within a molecule increases, the resulting electron-electron repul-
sion makes the quantum mechanical calculations much heavier and rapidly
unfeasible. In this case, the only realistic alternative is to obtain approximate
solutions of the electronic Schrodinger equation. To this end, three major
approaches have been developed in quantum chemistry: (i) semiempirical
methods, (i7) ab initio methods and (éi7) electronic density functional based

methods.

In a nutshell, semiempirical methods make use of an approximate Hamil-
tonian, which is simpler than the exact molecular Hamiltonian, and use pa-
rameters whose values are adjusted to agree with experimental data or with
the results of a higher-level calculation. A very first example of semiem-
pirical method is the Hiickel approximation for the treatment of conjugated
hydrocarbon derivatives. More modern contributions are the NDDO, CNDO,
INDO, MNDO, AM1 or PM3 methods. In contrast, ab initio methods (from
Latin “from first principles”) use the correct molecular Hamiltonian and
no other experimental values than the fundamental physical constants (like
Planck’s constant or the speed of light) and the atomic numbers of the atoms
present in the molecule. On the other side, density functional based methods
do not attempt to evaluate the molecular wave function, but the molecu-
lar electronic density p, from which the molecular electronic energy (among
other properties) can be directly obtained by virtue of the Hohenberg-Khon

theorem.”™

In our studies we have not only dealt with chemical processes in the elec-
tronic ground state, but in electronic excited states. Hence, the careful choice
of the best suited method for the system and the electronic state to compute
is a very important step in the study. In our calculations, we have employed
ab initio and electronic density functional based methods. Concretely, the
Hartree-Fock (HF') and Density Functional Theory (DFT) methods have been
used for ground state calculations, while Configuration Interaction with Sin-
gle excitations (CIS), and Time-Dependent DFT (TDDFT) methods have

been employed for excited electronic states calculations. Also, Complete
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Active Space Self-Consistent Field (CASSCF) and CASSCF to second or-
der perturbation theory (CASPT2) have been used for ground and excited

electronic states.

It is not the aim of this chapter to introduce the theory and basics of
such well-known electronic methods in theoretical chemistry. The interested
reader may find all the desired information in a plethora of specialized text
books.”™ 7" However, a brief (and by no means self-consistent) description of

the electronic methods employed in this thesis can be found in the Appendix
B.

3.3 Beyond the Born-Oppenheimer approxi-

mation

The separation of the electronic and nuclear motion sets the correct theoret-
ical background for the detailed analysis of the different energetic contribu-
tions within a molecule. Let us focus on the total potential energy (U(Q) in
Eq. 3.9). Given the multidimensional character of the nuclear coordinates Cj

and the fact that the total potential energy corresponds to a concrete elec-
tronic state (U(Cj) = Vin + E.), U(Q) is also called adiabatic hyper-PES,

or just adiabatic PES. Hence, U (Q) provides direct information of all the
potential interactions a molecule can experience in an electronic state. This
is probably one of the major achievements of the BO approximation, be-
cause many chemical processes can be rationalized in terms of the dynamics
of the nuclei on a single BO adiabatic PES. However, chemical processes of
nonadiabatic nature are ubiquitous in chemistry, specially in photochemistry
and photobiology. Even though these processes can be understood in terms
of the BO approximation, they cannot be studied from it. This forces the
revision of the BO approximation in order to obtain a correct description of

the dynamics of such phenomena.
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3.3.1 Breakdown of the approximation

As we have explained in Section 3.2, the BO approximation is based in the
difference of masses between nuclei and electrons. In other words, we make
the assumption that nuclei are more inertial than electrons, and hence a small
change in the nuclear distribution of a molecule should not significantly affect
its electronic distribution. However, some additional requirements must be
fulfilled to validate this assumption. In what follows, we present a very short
adaptation of the excellent review of G. A. Worth and L. S. Cederbaum on
the BO approximation,” in order to elucidate under which circumstances

the BO approximation fails.

As we have previously seen, the time-independent Schrodinger equation
(Eq. 3.7) presents a high degree of mathematical complexity for practically
all the existing molecular systems. One of the most extended strategies to
tackle this difficulty is known as the orbital aproximation. Let us supose a
system depending on two coordinates, #; and Z5. The corresponding time-

independent Schrodinger equation can be written as:

H(fl,fg)\lj(fl,fg) - E\Ij(fl,fg) (310)
According to the orbital approximation, we start from the assumption that
the different coordinates are not coupled. If #; and ¥y are independent,
U (%, 75) and H (#1,75) can be expressed as a combination of two terms,

each one depending on only one coordinate:

U(Z1,22) = ¢i(Z1)Ya(Ts) (3.11)
H(i, @) = H(%)+ Hy(Z) (3.12)

Then, if we apply the Hamiltonian of Eq. 3.12 on the wave function in
Eq. 3.11, having into account that each independent Hamiltonian will only

act on its corresponding coordinate, we arrive at:
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H(Z1,8)U(Z), %) = (Hy(%)) + Ha(22)) (1 (211 () =
= H\(Z)1(F1) + Ha(Ba)02(Ta) = Evh (#1) + Eatn(F2)  (3.13)

The conclussion reached in Eq. 3.13 indicates that we can approximate the

total energy of the system as the sum of two individual contributions:

E=FE +E (3.14)

which are easier to obtain than the total energy E directly from Eq. 3.10.

With the orbital aproximation above in mind, let us focus now on the
time-independent Schrédinger equation (Eq. 3.7), rewritten with the explicit

contributions of the Hamiltonian operator:

In(Q)+ .3 Q)| ¥(@.Q) = E¥(.Q) (3.15)

As we can see in Eq. 3.15, the molecular Hamiltonian is expressed as the
sum of two terms, TN(Q) and ﬁe(@ Cj), that act on the nuclear and elec-
tronic coordinates, respectively. This situation is partially reminiscent of the
condition required in Eq. 3.12 for the orbital approximation, but not exactly
the same as the electronic Hamiltonian has a parametrical dependence on the
nuclear coordinates. However, a similar procedure as in the example above
can be temptatively applied to solve Eq. 3.15.

We will focus first on the electronic Hamiltonian H,(¢ (). Given that
the nuclear coordinates act as a parameter in the electronic Hamiltonian, for
any value of @, its eigenvalues {V;} and eigenfunctions {®;} can be found

from:

He(7 Q)24(7: Q) = Vi(Q):(7: Q) (3.16)
where the set of eigenfunctions {®;} is complete and orthonormal. We can

use these functions as a basis set to expand the wave function of the system
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in order to solve Eq. 3.15. Then:
U(7,Q) = sz Q)®:(7: Q) (3.17)

where the XZ(@) functions are nuclear functions that act as the expansion
coefficients. Note that Eq. 3.17 is reminiscent of Eq. 3.11. This expansion,
known as the Born representation, is exact as long as the expansion is com-
plete. It has been proved that the Born representation is valid for both
bound and continuum states.”® In order to obtain a solution for the expan-
sion coefficients Xi(@), we replace Eq. 3.17 into Eq. 3.15 and multiply by one

particular electronic function (®; |. This leads to:!

~

Fi(@)Vn| xi(Q) = Ex;(Q) (3.18)

> 05T (Q) + U3(@) ~ Gi(@) — 2F:

7

where the following shorthand matrix notation has been introduced:

Ui(Q) = (@ | H | @) (3.19)
- 1 (@ | (V2H) | @)

Gi(@) = %:Qma 0 U0 (3.20)

N 1 (@ | (Vo) | @3)

Q) = 2 0@ - 1,0 220

—

where Uj;(Q) is the total potential energy (as previously seen), and Gji(é)
and F}Z(Q) are known as the scalar coupling and derivative coupling, respec-

tively.

tThe full and rigorous derivation of the Born-Oppenhimer approximation is beyond
the scope of this section. The interested reader can find a deeper and more complete
discussion in Ref. 78.
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—

The solution for the expansion coefficients x;(Q) in Eq. 3.18 is rigorously
valid, as long as the expansion is complete and orthonormal for any given
electronic basis set in electronic space. However, which basis to use is just
a matter of convenience. In the concrete case that the choice is the basis
set which diagonalizes He, that is, the solutions of the electronic Schrédinger

equation {®;}, then the coupling terms Uj;;(Q) (¢ # j) vanish and Eq. 3.18

is reduced to:

(@) + U(Q)| (@) = X [2Fal @V + G @)] 1l = Exi(@)

1

(3.22)

Eq. 3.22 is called the “adiabatic representation”, and is mathematically ex-

act as no approximation have been introduced. Besides, it is the standard

procedure in most quantum chemistry applications. Note that Eq. 3.22 is
equivalent to Eq. 3.15, but in a different representation.

If we now replace the multiconfigurational ansatz (Eq. 3.17) of the adia-

batic representation, by a monoconfigurational wave function:

U(7,Q) = x(Q)2(¢: Q) (3.23)

the adiabatic representation of the Schrodinger equation turns into:

A

[73(@) + Ui(Q) - Gul@) — 2 @)Va] 1@ = Pxa(@) (3:29)

Eq. 3.24 is known as the “Born-Oppenheimer Approximation”, and it is the
one we all learn in our quantum chemistry lessons. Moreover, if the derivative

and scalar couplings are small, Eq. 3.24 can be even reduced further to:

TN(@) + Un(@)] Xz(@) = EX’L(@) (3.25)

which is called the “Born-Oppenheimer Adiabatic Approximation” or just

the “Adiabatic Approximation” for short. As we can see, several BO approx-
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imations exist, and proclaming that Eq. 3.24 is the only one is not totally

true.

We can say that the Born-Oppenheimer approximation in Eq. 3.24 is
expected to be accurate if the off-diagonal elements of the coupling are neg-
ligible, whereas the Adiabatic Born-Oppenheimer approximation in Eq. 3.25
will be valid if all coupling elements are negligible. In view of the m_! de-
pendence in Gji(ﬁ) and F}Z(ﬁ) in Egs. 3.20 and 3.21, respectively, this seems
to be always the case. However, this also depends on whether the numer-
ator remains moderate in value. The mass relationship between nuclei and
electrons is not the only justification for the adiabatic approximations. The
nonadiabatic coupling also depends inversely on the energy gap between sur-
faces Uy(Q) — U;;(Q). Thus, when two adiabatic electronic states become
totally degenerate, the derivative coupling becomes singular. Under such
circumstances, the adiabatic representation exposed in Eq. 3.22) becomes
meaningless, and the BO approximation is no longer valid. Nevertheless,
some of these difficulties could be overcome if the original adiabatic elec-
tronic basis set could be transformed into a new representation for which the
coupling terms in the kinetic energy operator (F;;(Q) and G;(@) in Eq. 3.22)

vanish:

P = SP (3.26)

where S is an unitary transformation matrix, and ®" and ® are the diabatic
and adiabatic electronic basis sets, respectively. This is a so-called diabatic
picture of the Schrodinger equation, in which the kinetic couplings are not
present. However, in these representation the potential energy operator is no
longer diagonal, but the potential energy coupling terms are at least smooth
and well-behaved.

As we have explained in the Introduction, the degeneracy of two adiabatic
electronic states is an ubiquitous phenomena in electronic excited states. It
is a clear situation in which the BO approximation fails, and a quantum

dynamical approach based in a diabatic picture is necessary. However, it is
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necessary to obtain an accurate description of the topographical features of
these special regions of the PES before any dynamical treatment could be

performed.

3.3.2 Theoretical treatment of conical intersections

Undoubtedly, the computation of PESs is a much more difficult task for
excited states as compared with the ground state. One has to deal with many
types of excited states, each one requiring different amounts of electronic
correlation and flexible one-electron basis functions able to describe all effects
simultaneously. Also, the PESs of excited states involve a large number of
minima, transition states, but specially, surface crossings and state couplings.
Among these topographical features, Cls suppose an excellent subject for
theoretical study, as very little information can be inferred from experimental
data, and full characterization can only be achieved by accurate theoretical
descriptions of the PESs. This is one of the few areas where apparently only

theory can provide answers and explanations to real chemical problems.

From a mathematical point of view, a CI is defined as the set of molecular
geometries (given a spatial and spin symmetries) where two special condi-
tions meet: (i) the energy of two different electronic states are degenerate,
and (i7) there is no interaction between these states. Hence, in a molecular
system of N nuclear degrees of freedom, we say that we have a CI between
two electronic states if the representation of the energy with respect to the N
coordinates leads to an intersection along a “hyperline” of N-2 dimensions.
The set of degenerate points that lie in this hyperline is called the intersec-
tion space, or seam. The remaining two dimensions that lift the energetic
degeneracy of the system are known as the branching space, and are defined

as:

0(E; — E»)

g= 90 (3.27)



46 3.3 BEYOND THE BORN-OPPENHEIMER APPROXIMATION

= (v, | %—‘Igp (3.28)

where the ¢ and h vectors are also knwon as the gradient derivative (GD)
and derivative coupling (DC) vectors, respectively. If the PESs are plotted
as functions of these two coordinates, they form locally a cone centered at
the degeneracy point. The name “conical intersection” comes precisely from
this observation. D. R. Yarkony also proposed the name “diabolical coni-
cal intersections”,”™ perhaps for its ressemblance to the diabolo toy or for
the high degree of mathematical complexity they supossed in the chemical
panorama.

Given the importance of Cls in photochemistry and photobiology, a lot
of interest has been placed in the computation of geometries at the critical
points within such crossings. The algorithms developed so far can be roughly
grouped into three families: (i) techniques that minimize a Lagrangian in-

cluding the constraints to maintain the degeneracy of the crossing states,0 52

8385 and (74) methods using a

(17) gradient projection based techniques,
penalty function.®0 Very recently, a comparison of these three techniques has
been published,®” in which it is stated that the Lagrange-Newton technique
needs the smallest number of iterations to converge to the minimum energy
point of the CI. The gradient projection technique needs usually more itera-
tions but converges to the same result, whereas the penalty function method
frequently converges to a slightly different geometry and energy. Therefore,
based on the convergence performance, the Lagrange-Newton method should
be the first choice. However, it has been observed that the common Newton-
Raphson algorithms employed in the most used quantum chemical packages
cannot be easily adapted to this technique,®® whereas modifications required
by the projection technique are more straightforward.

Regardless which algorithm is used, it has to be implemented within a
quantum electronic method, in order to solve the electronic Schrodinger equa-
tion and to obtain the energies of the two intersecting surfaces. At present,

the most used electronic technique for such calculations is the CASSCF
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method, given that the CASSCF wave function takes into account the mul-
ticonfigurational nature of Cls (see Appendix B). Nevertheless, it has been
recently proposed that TDDFT methodologies, even though they do not
properly describe the branching space, give a qualitative good description
of the degeneracy points of the seam.®® Being so, TDDFT would provide a
much more economical alternative in the early search of CI, compared with
the high-cost and less black-box character of multireferential methodologies.

In our calculations, the TDDFT method, implemented in the TURBO-
MOLE 5.4 package,”® %!
CASSCF and CASPT2 calculations (using the Newton-Raphson algorithm

implemented in the quantum chemistry package MOLCAS 6.29%) have been

has been chosen in order to search for Cls; while

employed to confirm the TDDFT results, as well as to provide accurate hints
of ¢ and h.

3.4 Quantum nuclear dynamics

As previously said, the electronic aspect of a chemical problem provides the
topology of the electronic state in which the nuclei will evolve, but it is
the passage of time what provides the change of state of a system. The
nuclear motion involved in many chemical processes (reactions in solution,
biomolecular systems, solid state...) takes place in a range of nuclear masses
large enough to adopt a classical physics treatment. In that case, the nuclei
are treated as point masses which are governed by the Newton’s equations of
motion, and the state of the system (position, rate and acceleration of each
nucleus) can be determined at any time. This kind of dynamical treatment
is known as classical molecular dynamics. Besides, if the electronic energy
of the system is calculated using parametrized force fields but not obtained
from solving the electronic Schrodinger equation on the fly, the molecular
mechanics method® is derived, which is widely used in theoretical chemistry

for the treatment of large biological systems.
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What happens if light nuclei play a relevant role in the process? It is a
consequence of quantum mechanics that the concept of trajectories is mean-
ingless in a quantum system, and a different treatment must be applied. The
time evolution operator (e*’H t/1) provides the correct description of the time

evolution of a quantum system, which is the basis of quantum dynamics:**

U(t)) = e M7 | W) (3.29)

where WU is the initial ket vector of the system. Note that Eq. 3.29 is an
equivalent way to rewrite Eq. 3.2. If the Hamiltonian is time-independent,
the time evolution operator can be expressed in terms of its corresponding

eigenvectors, and thus (3.29) can be rewritten as:

() =) |E) e /M (E|W0) (3.30)

where the summation runs over all the eigenvectors {|E)} with eigenvalues
{E}, which correspond to the energies associated to the Hamiltonian. Again,
we can switch into a description of quantum mechanics based on wave func-
tions rather than ket vectors. If we project our ket vectors into the space of

nuclear coordinates Cj, Eq. 3.30 is rewritten as:

V(Q,t) =Y Up(@Q)e /" (E | ) (3.31)

and hence, the dynamics of the nuclei will be described by the time-dependent

nuclear Schrodinger equation:

_0w(Q, t)
Zﬁi@t

Given that we study chemical reactions in which the lightest atom of the

= |Tv(Q) + U(Q)| ¥(Q, 1) (3.32)

Periodic Table is involved, the quantum nature of matter cannot be ignored,
and a quantum treatment of the dynamics of the system is compulsory. This

leads to the development of methods that solve approximately Eq. 3.32.
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3.4.1 Theoretical methods for quantum nuclear dy-

namics

Once the topology of the PES is known at a reasonable good level of (elec-
tronic) calculation, including special critical points as Cls, it is time to per-
form the time evolution of the system.

The first numerical methods developed to solve (3.32) were based in an
exact time propagation scheme. The wave function of the system is expanded

in a time-independent primitive basis set, according to the expression:

Ni Nf f
V(Qr,.., Q)= > Ch, O T (Q) (3.33)
k=1

=1 jp=1
where f specifies the number of degrees of freedom, @)1, ..., @y are the nu-
clear coordinates, C;, ; ; (t) denote the time-dependent expansion coefficients,
and x§-’§) are the orthogonal time-independent primitive functions for the de-
gree of freedom k. Each product of primitive functions, actually a Hartree
product, is known as a configuration. The set of primitive functions {XS'Z)}
conforms the primitive space i.e. the grid of points in which the problem of
the time propagation will be numerically solved. The primitive space has
to be large enough to contain the wave function during all the temporal
evolution of the system, otherwise, the wave packet could explore regions of
the space for which there is no definition, and the description of the system
would be inaccurate.

The equations of motion for the coefficients Cj, ;. (t) can be derived from

the Dirac-Frenkel variational principle:

<a\1/ 'H — m%‘ \11> =0 (3.34)

Placing Eq. 3.34 in Eq. 3.33 leads to a system of N equations:

a

N
ith = Z <Xj
f

Xf> Cy (3.35)
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The advantage of applying a variational principle to the equations of mo-
tion is that the temporal derivative of the wave packet at each time, evaluated
by the Hamiltonian, will be the one that will aproach variationally the solu-
tion of the time-dependent Schrodinger equation. The mathematical problem
is that solving Eq. 3.32 involves a system of N (where N = Ny x --- x Ny)
first order coupled linear differential equations. Several specific integrators
have been developed to solve this kind of equations, and deserve a special
attention the Chebyshev® and Lanczos? algorithms. However, the main
disadvantage of the exact temporal propagation is that the computational
cost scales exponentially with the number of degrees of freedom f, which
limits the treatment to no more of about 4 degrees of freedom at a time. The
use of these methods in wave packet propagation are feasible if the dimen-
sionality of the system is very reduced. If not, approximate methods have
to be applied. In this thesis, we have employed three different approximate
methodos in order to solve the time propagation of the wave packet: (i)
the split-time propagator scheme, (ii) the spectral expansion and (iii) the
MultiConfigurational Time-Dependent Hartree (MCTDH) method.

The split-time propagator scheme

Given a time-independent Hamiltonian defined as:

A ~

H=T+V(Q) (3.36)

where Q is the set of coordinates upon which the PES of the corresponding
electronic state is defined, the time evolution operator in Eq. 3.29 can be

rewritten as:
e iHt/h _ —i(T+V(Q)t/h (3.37)

Hence, the temporal propagation of the system can be obtained by:

Ut + At) = e " THV @A/ (1) (3.38)
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Perhaps mimicking the properties of the exponential functions, it is tempting

to rewrite Eq. 3.38 as:

U(t + At) = e AU o=V (@QA/h () (3.39)

which would make time evolution computation easier (note that the entities
in the exponents are operators —matrices— and not scalars). However, because
of the kinetic and potential energy operators do not commute, the time
propagation of the system using Eq. 3.39 would cause propagation errors at
each step. In order to minimize such errors, a split-operator propagator®’%

can be applied over a short time interval At:
e—iﬁAt/h ~ e—iV(Q)At/Qh e—iTAt/h e—iV(Q)At/Qh (3.40)

That is, during each time step the potential energy propagator is initially
applied for half a time step; this is then followed by the kinetic energy prop-
agator, which is applied a full time step, and finally, the potential energy
propagator is applied for another half a time step. Since the potential en-
ergy operator depends directly on the position coordinates Cj and the kinetic
energy operator depends on its second derivatives, a direct evaluation of
Eq. 3.40 with the wave packet expressed in a position representation would
be fast for the e~V (@321 torm  but very time-consuming for the e~i7At/h
term. However, if the wave packet can be expressed in a momentum repre-
sentation, the time evaluation of e~ TA/R ig ag fast as applying the potential
propagator on the wave packet in the position representation. In order to
achieve this, a fast Fourier transform® can be applied to transform the wave
packet from position to momentum representation (and vice versa) in be-

tween any two propagators in Eq. 3.37.

The spectral expansion

The resolution of Eq. 3.29 can be also carried out in a numerically exact

manner. If the matrix representation of the nuclear Hamiltonian operator in
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a concrete electronic excited state is diagonalized, its corresponding energies
{E;}iz1,. n and eigenvectors {|¢;)}i=1,.. n can be obtained. Then, if com-
pleteness is assumed for the set of states (in practice, N — 00), the following
spectral representation of the time evolution operator in the excited state

can be accepted as exact:!%"

N
e =37 e M | (3:41)
i=1

Time evolution is obtained then in a straightforward manner by computing
the wave packet at different ¢ values with the following equation, which gives

directly the amplitude of the wave function at time ¢:

N

V(@) =(QUW®) = Y Qe ™Mo | W)

2

= D wil@e M pi | W) (3.42)

The MCTDH method

The two previous methods for wave packet propagation are specially efficient
when it is possible to reduce the dimensionality of our dynamical model to
only one or two degrees of freedom. However, very often it is necessary to
take into account the high dimensionality of a molecular system in order to
get a very accurate description of the nuclear motion. As we have previously
seen, Eq. 3.32 can be solved numerically, but the computational cost scales
exponentially with the number of degrees of freedom. For the last years,
different general algorithms have been developed, in order to overcome the
size limitation imposed by the standard methods. Nowadays, the most used
family of algorithms are based on the Time-Dependent Self-Consistent Field
aproximation (TDSCF), also known as time-dependent Hartree.!’ In the
TDSCF aproximation, the wave function of the system is expressed with one

single time-dependent configuration, which is in fact a Hartree product:



THEORETICAL AND COMPUTATIONAL CHEMISTRY 53

\Ij(Qla B Qf7 H QO QK? (343)

where A(t) is a complex number of modulus 1 (time dependent) which gives

phase to the functions gog»:).

A multiconfigurational extension of the TDSCF aproximation has been
found to provide a much improved description.!'® Among the algorithms de-
rived from this multiconfigurational scheme, we should highlight the MCTDH
method, %% 103 developed at the University of Heidelberg by Prof. Hans-Dieter
Meyer and collaborators. The MCTDH method has been computationally
implemented in the MCTDH package,'% which has been widely accepted in
the quantum dynamic community, and it has also been successfully applied

in multidimensional intramolecular proton transfer processes.!%%106

In the MCTDH method, the wave function is built as a linear combination
of time-dependent configurations that adapt to the wave packet according to
the Dirac-Frenkel variational principle. Thus, the number of configurations
needed to achieve convergence is smaller with respect to the standard me-
thods. The MCTDH wave function ansatz is:

ny nf f
\D(Qla SO Qf’ t) = Z e Z Ajl,...,jf (t> H @S:)(Qm t) (344)
J1 Jf k=1

where @1, ..., @y are the nuclear coordinates, Aj, ;. denote the MCTDH
expansion coefficients, and 905»:”) are the n, expansion functions for each degree
of freedom x, known as single particle functions. At a deeper level, each single
particle function is expanded into a linear combination of time-independent

base functions.

The main difference between the standard methods and the MCTDH
method is that we do not have one, but two sets of equations of motion,
corresponding to the Aj, _ ; (t) coefficients and gog»:)(Qm t) functions, called

the A and ¢ vectors respectively. The dependence with time lies in these two
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vectors. Omnce the Dirac-Frenkel variational principle (Eq. 3.34) has been

applied onto Eq. 3.44, we obtain the MCTDH equations of motion:

ihA; = > (@, |H|®L) AL (3.45)
L
1/ 2\ (K)
ihg® = (1= P®) (p)7 <H> ") (3.46)
where the vectorial notation ) = (gp&'{), c @{?)T has been introduced.

~

For the interested reader, the definitions of the mean-fields (H )", the density
p") and the projector P* can be found in Ref. 103, along with the detailed
derivation of Eqs. 3.45 and 3.46.

This system of 2n coupled equations is clearly more complex than the
system of N equations presented in (3.35). However, as it has been said, the
MCTDH time-dependent base functions follow the wave function according
to a variational principle at each time step, so much less basis functions are
needed to reach convergence. Thus, the total number of 2n coupled equations
to be evaluated is lower than the required N equations in Eq. 3.35. This is
the key point on the efficiency of the MCTDH method, and it is possible to
deal with processes involving more than 10 degrees of freedom.!07 1

Among the different integrators developed to solve (3.45) and (3.46)
efficiently, it is worth mentioning the constant mean field integrator,'*? which
reduces the number of evaluations by a factor of 10. However, this integra-
tor only works in an optimal way if the Hamiltonian can be expressed as a

summation of products of one-dimensional operators:

S

p
H=> c][r" (3.47)
r=1 r=1

where A" operates only on the xth particle, and ¢, represents the coefficient
of the linear combination. Current implementations of the MCTDH method
restrict the Hamiltonian of the system to be of the form of Eq. 3.47, which

in fact means that the potential energy operator has to be of the same form.
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3.5 Simulation of photoexcitation processes

A very important step in every dynamical simulation is the definition of
the initial state 7.e. the physical situation of the system from which the
simulation starts. To overlook the careful choice of the initial conditions
can lead to erroneous results. Usually, the availability of experimental data
about the system helps in the design of the initial state. Given that ESIPT
processes take place in excited electronic states, we need to determine which
quantum state or ensemble of quantum states describe the system after it
has been promoted to the excited electronic state.

Inmediately after the electronic excitation, by virtue of the FC principle,
the electrons will be distributed according to the new electronic state but the
nuclei would still keep the ground state nuclear configuration. Assuming that
only the ground roto-vibrational state is populated right before the electronic
excitation, the starting nuclear configuration at the excited state will hence
correspond to this lowest roto-vibrational state.

It is possible to obtain the lowest roto-vibrational state of a system, by
means of a relaxation calculation over the potential energy surface of the
electronic ground state. The relaxation process is a procedure analogous
to the time propagation. The only difference is that the time propagator
operator (e”'H t/I) is subtituted by the relaxation operator (e’ﬁH ), also known
as Boltzmann’s operator. This exchange of operators is possible, since an
isomorfism between both operators exists. If we consider the following formal
comparison:

g L it
kgT h

we can see that if we want to converge a ground state, we have to get the

(3.48)

situation where only one state is populated i.e. T' — 0 =  — oo, which is

formally equivalent to:

[ Wo) = lim ™" | gy) (3.49)

——00-1
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Figure 3.1: Schematic representation of the simulation of a photoexcitation process from
the quantum dynamical point of view.

where |¢g) is an arbitrary state, and |Wy) is the lowest ground roto-vibrational
state. Hence, starting from an arbitrary wave packet and using the time
propagator integrator, but making the time to be negative, imaginary and
large, we will converge eventually to the lowest ground roto-vibrational state.

Given that the relaxed wave packet, obtained from Eq. 3.49, does not
represent a stationary state of the excited state, it will spontaneously evolve
after being placed in the FC arrival point, This evolution can be followed by
means of the nuclear time-dependent Schrodinger equation, as depicted in

Figure 3.1.
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“One never notices what has been done; one can only see what

remains to be done.”

Maria Sktodowska-Curie
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ESIPT reactions are ubiquitous in nature, as we have emphasized in the
Introduction, and are seldom found as standalone processes, but rather cou-
pled to competitive processes or presenting multiple proton transfer paths.
The careful study of such reactions is of great importance for the understand-
ing of a wide variety of processes in chemistry, molecular biology and optical
technologics. The most modern kinetic experimental techniques available
today, allow the monitoring of ESIPT processes up to the order of the fem-
tosecond. However, the experimental results are usually difficult to analyze,
specially when multiple processes are involved. Those additional processes
suppose an extra challenge in the study of this topic. In this sense, theoreti-
cal and computational chemistry represents a powerful tool of interpretation,
given the absolute control that researchers can impose on modelized isolated
systems.

The title of this thesis briefly summarizes its twofold nature. It could
be said that this thesis will try to shed some light into the ESIPT subject,
from a theoretical point of view. Besides, the methodological aspects of the
electronic and dynamical approach to the problem are also considered.

We present a theoretical study encompassing from standalone ESIPT
processes (for which a dynamical approach has been developed) to ESIPT
coupled with non adiabatic processes. Hence, with the aim of exploring all
these phenomena, the objectives proposed in this thesis can be regarded from
two different perspectives. On one hand, the goals concerning the ESIPT as

a chemical process are:

1. To verify the basic features that nowadays make ESIPT reactions some
of the fastest chemical processes ever observed. For that purpose, the
theoretical analysis of two molecular systems, HAN and SMA, that

exhibit ESIPT isolated from competitive processes will be done.

2. To understand the effect that the presence of non adiabatic processes
may cause, both in the energetics and dynamics of a typical ESIPT
reaction. To do so, the electronic-structure and quantum dynamical

study of the aromatic Schiff base SA will be performed.
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. To characterize the different pathways that multiple ESIPT systems

may undergo after photoexcitation, and compare the basic features of
these processes to those performed by their single homologues. This ex-
ploration will be performed on the three bipyridyl derivatives BP(OH)s,
BP(NH3), and BP(OH)(NH,).

. To obtain, through quantum dynamical calculations, proton transfer

times accurate enough to be compared with the experimental results.
In a first stage, we will only consider the single proton transfer systems

for such calculations.

. To determine the characteristic time of a competitive non adiabatic

channel to an ESIPT process, isolated from it. For this discussion, the

SA system will be considered.

. To analyze the feasibility, from a theoretical point of view, of molecules

showing multiple proton transfers coupled to non adiabatic channels,
as potential candidates for the design of bistable optical devices. This
analysis will be based on the topological study of the ESIPT in the
three bipyridyl derivatives BP(OH),, BP(NH;), and BP(OH)(NH,).

On the other hand, the objectives mentioned above would not be ac-

complished without the use of the proper methodology. Given the different

degrees of chemical complexity we have to deal with, we have to employ a

wide variety of theoretical methods that best fit for each situation. Hence,

the proposed goals concerning the methodology employed are:

1. To compare the accuracy of reduced dynamical models of different

dimensionalities, when employed in the calculation of ESIPT times.
This comparison will be performed confronting a one-dimensional and
a three-dimensional dynamical models for the HAN and SMA systems,

respectively.

. To test the suitability of cheap monoreferential electronic methods,

in contrast to the more expensive multireferential methods, in the
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study of ESIPT reactions coupled with non adiabatic processes. A
comparative study on the photochemistry of SA using TDDFT and
CASSCF/CASPT2 methods will be performed. In particular, we will
check the efficiency of monoreferential electronic methods in the lo-
calization and characterization of conical intersections. To do so, the
results obtained from the TDDFT study of the conical intersections pre-
sented in the SA system, will be compared with those at the CASSCF
level of theory.






(GGeneral results and discussion

-“Where shall I begin, please your Majesty?” She asked.
-“Begin at the beginning,” the King said gravely, “and go on till

you come to the end: then stop.”

Lewis Carrol, Alice’s Adventures in Wonderland (1865)
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5.1 Standalone ESIPT processes:
Papers I and 11

In the first section of our general discussion, we will present the basic features
that characterize a proton transfer reaction in an electronic excited state, and
how to treat it from a theoretical point of view. In order to obtain accurate
results and solid conclusions concerning only the ESIPT process, it is neces-
sary to study those molecular systems for which, after photoexcitation and
subsequent ESIPT, no evidences of competitive processes had been reported.
In our studies, we have selected two systems which fulfill these requisites:
1-hydroxy-2-acetonaphthone (HAN) and salicylidene methylamine (SMA).
Actually, it is not strictly true that these two molecules do not present any
other chemical or physical process in the excited state, as functional groups
rotations have been observed® for HAN and cis-trans isomerizations'*! for
SMA. However, these additional processes usually present larger potential
energy barriers than ESIPT, and they cannot take place until the proton

transfer reaction is complete.

5.1.1 Molecular structural aspects of ESIPT

In many of the best known and most simple molecular systems that un-
dergo ESIPT after photoexcitation, the hydrogen belonging to a (usually)
hydroxyl group transfers to a neighboring nitrogen or oxygen atom. 2-(2’-
hydroxyphenyl) benzoxazole derivatives (like HAN) and aromatic Schiff bases
(like SMA) are some of the most extensively studied molecular systems that
belong to this category, mainly due to the contributions of Prof. Lochbrun-
ner® % and Prof. Grabowska,,?" %% 11115 regpectively. For all these systems
it has been shown that proton transfer does not occur in ground state. Never-
theless, after photoexcitation, ESIPT process proceeds within 50 fs and high
fluorescent QY. As it has been said, these reactions present an endoergic
profile and a high energy barrier in the ground electronic state, but this sit-

uation gets totally reversed in the excited electronic state. It is then natural
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Figure 5.1: Schematic representation of the ESIPT process in SMA and HAN, compared
with the hydrogen transfer reaction in malonaldehyde.

to wonder which changes take place with the electronic molecular structure

of these systems after photoexcitation to produce such a fast phenomenon.

The ESIPT process proceeds in both systems from a a enol structure
(for the alcohol group fixed to a double bond) to a keto tautomer (for the
remaining ketone group), as depicted in Figure 5.1. If we compare the o and
7 bond structure of HAN and SMA along the process, we will observe that
the molecular region where the proton transfer takes place can be reduced
to a malonaldehyde-like structure. This organic compound is well known
in physical chemistry, as it has served as one of the simplest models for
the study of hydrogen transfer reactions through tunnel effect in the ground

State.116’ 117

It would be reasonable to assume that some of the chemical properties
of malonaldehyde could play a role in the ESIPT process. We could also ex-
pect the ESIPT reaction to be fast, as for malonaldehyde the transition-state
structure for the hydrogen transfer presents a six-membered cyclic structure
and a high degree of electronic delocalization, as seen in Figure 5.1. In
addition to this, the possibility of delocalization of the double bond would
allow the keto form to revert to the original enol structure, thus, establishing
a enol-keto equilibrium, or tautomerization. However, all these reasonings

would lead us to a common mistake when studying processes in excited elec-
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Figure 5.2: Probability isodensity surfaces representation of the HOMO (left) and LUMO
(right) for the SMA (top) and HAN (bottom) systems, obtained at the DFT/B3-LYP/6-
31G(d,p) level of theory.

tronic states. A discussion based on Lewis structures, as the one presented
here, is meaningless in excited states, as the electronic distribution changes
after the photoexcitation process. In other words, the chemistry of excited
electronic states barely resembles the one on the ground electronic state. In
fact, the hydrogen transfer reaction in malonaldehyde can take place in the
ground electronic state, but it becomes disabled at the first electronic excited
states;!*® in contrast to the ESIPT process in SMA and HAN. In light of this
information, doubts arise when trying to explain the typical global reduction
of the energy barrier in a ESIPT process, which is around 20 kcal mol™!, in
terms of just a malonaldehyde transition-state structure. It is then necessary
to take one step beyond and observe the consequences of the photoexcitation

process in the reactive and product species.

As we have previously commented, the ESIPT process is usually preceded
by an HOMO (7) — LUMO (7*) excitation between the ground (Sp) and
first singlet excited states (S;). Figure 5.2 shows the HOMO and LUMO
molecular orbitals of the reactants species of SMA and HAN. If we compare
both orbitals, we can see that the molecular orbital contribution over the

donor atom decreases during the HOMO — LUMO transition, whereas it
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Figure 5.3: Comparison of the Sy and Sy, the latter in parentheses, interatomic distances
corresponding to the phenolic ring (marked in lilac squares) for the enol (left) and keto (right)
tautomers of SMA (top) and HAN (bottom). All values are expressed in A. The optimized
geometries in Sy and Sy have been obtained at the DFT/B3-LYP/6-31G(d,p) and TDDFT/B3-
LYP/6-31G(d,p) levels of theory, respectively.

increases for the acceptor atom. This fact points to a qualitative increase of
the acid and basic characters of the donor and acceptor groups, respectively,
thus favoring the proton transfer process and considerably decreasing the
energy barrier.

Up to now, we have focused on a reduced representation of the molec-
ular systems (malonaldehyde like-structure) to discuss the energetics of the
ESIPT process in S;. However, it is not possible to obtain a complete expla-
nation for the inversion of the energetics in ESIPT processes without taking
into account the whole molecular structure of our systems, 7.e. the aromatic
7 system attached to the malonaldehyde like-structure.

If we observe again the schematic representation of the ESIPT process
in Figure 5.1, we will see that the formation of the product species involves
a substantial loss of aromaticity along the process, thus explaining the high
energy barrier in Sg. We can check that from the values of the interatomic
distances corresponding to the phenolic ring for the reactant and product
species of SMA and HAN, depicted in Figure 5.3. More details are provided
in Papers I and II about the localization of these structures. However, an

explanatory comment is necessary here. The reactant species of SMA in S,
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and the product species of HAN in Sy, do not exist as energy minima. For
this comparative discussion on the interatomic distances, we obtained the
reactant species of SMA and the product species of HAN fixing the O-H
distance and the hydroxy-methil dihedral angle, respectively (more details
are provided in Papers I and II).

As we can see from Figure 5.3, the rank of the C—C bond distances in-
crease from reactants to products in S, from 0.035 A to 0.095 A and from
0.052 A to 0.069 A in SMA and HAN, respectively. This is a clear indica-
tion of aromaticity loss. However, we should not forget that the chemistry
of the ground state barely ressembles the chemistry of the electronic excited
states. Indeed, the molecular orbital representation depicted in Figure 5.2
indicates an increase in the number of nodal planes from HOMO to LUMO.
The reactant species have already lost a certain aromatic character after pho-
toexcitation to S;. If we calculate the range of the C—C bond distances in the
reactant species between Sy and S;, we will observe an increase from 0.035
A t0 0.067 A and from 0.052 A to 0.086 A in SMA and HAN, respectively.
This effect is notably weaker in the product species, as they have already lost
the aromatic character in Sg. The highest destabilization of the reactants in
S1 when compared to products leads to an inversion of the energy profile in

S1, which seems to be characteristic of ESIPT process.

5.1.2 Comparison of reduced dynamical models

We should not forget that one of the main goals of the present thesis is to
obtain quantitative values of transfer times for proton transfer processes.
To this end, after the electronic structure study of the systems is finished,
one can proceed with the dynamical simulation of nuclear motion. Howe-
ver, for some reasons dynamical calculations are not so straightforward as
electronic calculations. First, the potential energy operator included in the
electronic Hamiltonian presents a well-defined analytic expression, which can
be efficiently coded and hence the plethora of quantum chemistry software

package. Thus, the electronic Schrodinger equation can be easily solved with
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black-box procedures. In contrast, the nuclear energy operator depends on
the internal coordinates, and the nuclear potential energy has to be calcu-
lated for every system. Second, the energy difference between ground and
excited electronic states can be up to the order of several eV, whereas nuclear
states are separated by energies of the order of a few cm™!. Thus dynami-
cal calculations are in essence multiconfigurational. And last but not least,
we would like to focus on the fact that the nuclear kinetic energy operator
strongly depends on the set of dynamical coordinates chosen to describe the
dynamics of the system. There may exists few general sets of coordinates
for which the expression of Ty has been derived e. g. Jacobi coordinates for
3-atom systems.”® However, the most convenient set of coordinates, the one
that better fits the dynamics of a given chemical reaction, rarely coincide
with an already fixed set of coordinates. Hence the nuclear kinetic energy

operator must be derived for that specific set of coordinates from scratch.

It is important to describe the system with a dynamical model simple
enough to derive (if possible) an expression for the corresponding kinetic en-
ergy operator, but at the same time retaining the most basic features of the
chemical process we want to simulate. In order to give some concrete exam-
ples, we will show in detail the dynamical model employed in our dynamical

calculations on SMA.

Ideally, in order to perform a rigorous quantum dynamical study, every
molecular coordinate should be taken into account (see the SMA molecu-
lar structure in Figure 5.4 (a) and (b)). However, this suposes a daunting
task, even for small systems. The experimental data collected for a concrete
chemical reaction can be used in order to decide which molecular coordinates
should be relevant and which ones not to describe the physical representation
of a reaction. By the time of our study on SMA, no experimental informa-
tion about the dynamics of the ESIPT process was available. However, the
dynamics of related aromatic Schiff bases e.g. salicylideneaniline (SA)%" de-
scribed the process as ultrafast. Therefore, it seems a reasonable assumption

to restrict the motion of the proton to the molecular plane containing, at
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Figure 5.4: Modelling process of the dynamics of SMA: abstraction of the ESIPT process
from the molecular structure (a) to the Cartesian representation of the dynamical coordinates

(d).

least, the donor and acceptor atoms. In addition, it has been known that be-
sides the position of the transferring proton, the distance between the donor
and acceptor atoms is of great importance for the ESIPT, and should be in-
cluded in the simulation.!'% 2% With all this information, we designed a set
of three coordinates relevant for the proton transfer process: (i) the distance
between the oxygen and nitrogen atoms R, (ii) the distance between position
of the hydrogen atom and the mediatrix of the O-N segment r, and (ii7) the
distance between the position of the hydrogen atom and the straight line
linking the donor and acceptor atoms at any time p. This set of dynamical
coordinates are depicted in Figure 5.4 (c¢). Given the approximations intro-
duced in this set of coordinates (see Paper II for more details), the SMA
molecule is broken-up in three structureless fragments as for the ESIPT is
concerned: the proton, the oxygen atom (attached to the aromatic ring) and

the nitrogen-methyl segment.
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The next step is the derivation of the mathematical expression for the nu-
clear kinetic energy operator. The strategy to achieve this is to start from the
expression of the nuclear kinetic energy operator in Cartesian coordinates,
and then to establish the mathematical relationships between the dynamical
and Cartesian set of coordinates. In the SMA case, only two Cartesian coor-
dinates (z, y) are necessary to locate each of the three fragments of the model
in a plane. Given that both sets of coordinates define the same subspace, we
included three additional dynamical coordinates: the Cartesian coordinates
of the center of mass (xcar, you) and the in-plane global rotation angle
6. The Cartesian representation of both coordinates systems is displayed in
Figure 5.4 (d).

The process followed to obtain a final expression for the nuclear kinetic
energy operator in terms of (R, r, p) can be summarized in the four images
depicted in Figure 5.4. This can be seen as the deconstruction process of the
SMA molecule, given that each step increases the degree of abstraction; from
a concrete molecular structure to the pure mathematical description of the
relationships between different coordinate systems. However, even the last
step still retains the essentials of the proton transfer process, which is the
most important property of any dynamical model.

The mathematical relationships between dynamical and Cartesian coor-
dinates (see Appendix for the complete development), allow us to obtain an
analytic expression of TN(R, r,p) (after the convenient algebraic manipula-

tion):
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(Continues on next page.)
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At this point we should highlight that the oxygen atom and the aromatic

ring have been considered as a whole entity of mass mo_ying. Considering
the relative motion of the oxygen atom with respect to the aromatic ring
would lead to a more exact expression of fN. However, additional degrees of
freedom concerning the relaxation of the ring should be included, raising the
complexity of the dynamical model beyond a three-dimensional representa-
tion. Hence, the expression obtained in Eq. 5.1 is approximate. Given that
in the present general discussion of results we do not focus on the validity of

the model, the reader is adressed to Paper II for more details on the subject.

Our quantum dynamical simulations performed with the kinetic energy
operator in (5.1) provided a proton transfer time of 11 fs. Even though there
is no experimental evidence on the excited state proton transfer time for
SMA | it has been observed for a wide variety of aromatic Schiff bases that
their characteristic transfer times lie below the detection limit of the most
usual spectrometers at the time i.e. below 50 fs.” 1% Our theoretical results

agree with these experimental findings.

Let us now compare the quantum dynamical model of SMA with the one
designed for HAN, in terms of accuracy and mathematical complexity. By
the time of our study in HAN, there were more experimental data available
about the photophysics of HAN64%121.122 i comparison with SMA. The ES-
IPT process in HAN has been described also as an ultrafast process, for which

the rest of the molecular skeleton remains unmodified for times substantially
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longer than that of the proton transfer itself.

With these considerations, we employed a monodimensional approach for
the dynamics of HAN. Concretely, the system was modelized by simply taking
the O-H distance and minimizing the energy of the molecule for different
bond distance values. After that, every geometry obtained were referenced
to each other within an isoinertial coordinate system s. By assigning s = 0
to the geometries where the O-H distance matched that of the reactant’s
potential energy minimum in Sy (see Paper I for details), the s value for a
given structure represents the arc-length distance in configurational space in
mass-weighted units of such structure to that which is closest to the minimum
in Sg. This approach has been shown to be successful in simplified dynamical
studies.!?3 124 Proceeding in this fashion, the 1-dimensional nuclear kinetic

energy operator simply remains as:

~ h? 9
Ty =———
N 2 0s?
Notice that mass is included in the definition of s. Our dynamical simulations
in HAN showed that ESIPT was completed within 25.5 fs, in remarkable good

agreement with the experimental result of 30 fs.%

(5.2)

The difference in mathematical complexity between equations (5.1) and
(5.2) is obvious, but other aspects as mathematical derivation or coding im-
plementation must be taken into account. The expression of fN for HAN is
simpler, easier and faster to obtain and implement than the one for SMA.
In addition, both expressions provide a comparable level of accuracy in the
proton transfer time prediction. Even though many proton transfer pro-
cesses exist for which a multidimensional treatment of the dynamics becomes
compulsory, for ultrafast intramolecular proton transfer processes a reduced
monodimensional model is good enough to provide an accurate description
of the chemical reaction.

As a final note, we should never forget that any result or conclusion
obtained within a given dynamical model directly derives from the physics

included in the model, and not from the “real” physiscs of the system. Thus,
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we always must be aware of the properties and approximations introduced

in the model.

5.1.3 On the reliability of the dynamical simulations

In our studies on HAN and SMA, we have employed two different methods
in order to propagate the wave packet’s system: the spectral expansion and
the MCTDH method, respectively. While the former is well suited for one-
dimensional models, the latter is a more robust method that allows the simul-
taneous treatment of several dynamical coordinates. An important difference
between a one-dimensional and a multi-dimensional design of the dynamical
model is that the latter allows the analysis along every dynamical coordinate.
This can be very useful when trying to determine if a concrete coordinate
is relevant for the chemical reaction, as we do in Paper I. In any case, both
methods perform the temporal propagation of a wave packet which has been
modeled after a reduced dynamical representation of the real system. This
feature must be taken into account when analyzing the reliability of the re-
sults.

When the time-dependent nuclear Schrodinger equation (Eq. 3.32) has
been solved, and hence the wave packet has been propagated in time, the
estimation of the proton transfer time can be carried out in several different
ways. Concretely, we have defined the proton transfer time from the re-
actants’ disappearance rate i.e. the probability to find the system in the
reactants region of the PES at a given time. Hence, we have computed the
fraction of the probability density function that remains still in the reactant’s

region, which is also known as survival probability:

P(t) = /R | W(r) |? dr (5.3)

where d7 is the volume element and R denotes the reactant’s configurational

space.



76 5.1 STANDALONE ESIPT

. | ZZAAAA/
L L STV

0.0 0.0
0 100 200 300 400 500 0 100 200 300 400 500

t/fs t/fs

P(t)
P(t)

SMA HAN

Figure 5.5: Survival probability function of the reactant especies of SMA (left) and HAN
(right) in Sy after photoexcitation

In order to obtain a quantitative value for the proton transfer rate, we as-
sume that the time needed to bring P(t) to a value of 0.5 (half of the systems
evolved to products) is representative of the time measured experimentally.
Figure 5.5 depicts the survival probability function obtained for SMA and
HAN. The obtained values for the proton transfer rates are already discussed
in Paper I and II. Here we would like to focus on the periodic behaviour ob-

served in the survival probability function.

Undoubtedly, the resonant features observed in Figure 5.5 are not rep-
resentative of the real system and are unlikely to be found in experimental
measures. At large values of time, the real system would have activated other
molecular motions that would allow the excess of kinetic energy to “spill”
over the different degrees of freedom of the molecule, in this way reducing
the kinetic energy of the proton. However, as our reduced dynamical models
do not include such degrees of freedom, the systems are forced to bounce be-
tween the reactants and products regions. Indeed, the periodic behavior in
the survival probability function of SMA is less pronounced, as more degrees
of freedom have been included in comparison with HAN. We must take into
account that the behavior of the modelled and the real systems will eventu-
ally diverge with time. The simulation can be considered as “meaningful” if

these recurrences set on after the ESIPT process has been completed.
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Figure 5.6: One-dimensional probability densities of the R coordinate at different times for
the hydrogen (left) and deuterium (right) transfer. The coordinates are described in Figure
5.4 (c).

5.1.4 Mechanistic insights into the proton transfer pro-

Cess

Proton transfer rates are not the only information we can obtain from the
theoretical study of ESIPT processes. It is also possible to give some mecha-
nistic information about how the proton transfer proceeds. ESIPT processes
have been generally described as ballistic motions i.e. the proton transfer
motion takes place before any other internal mode can be significantly cou-
pled to it. Through electronic and (more directly) dynamical calculations,
we can discern whether the proton transfer is assisted by other motions or
not.

If we recall the definition of our reduced dynamical model for SMA (see
Figure 5.4), the approach motion between the donor and acceptor atom
is included within the coordinate R. As previously mentioned, the multi-
dimensional character of a dynamical model allows the analysis of the sys-
tem’s time evolution along a concrete coordinate. Hence, we can observe the
evolution of the R coordinate along the dynamical simulation, in order to
estimate the degree of coupling with the proton transfer coordinate r.

Figure 5.6 depicts the time evolution of the wave packet’s propability den-
sity along the R coordinate (the approach between the donor and acceptor

atoms) for the first 25 fs of propagation. As we can see, within the dynami-
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cal model designed for SMA, the wave packet does not expand significantly
along the R coordinate during the simulation time. Even though this results
point towards a ballistic motion for the ESIPT process in SMA, this point
deserves a deeper analysis. As we have explained before, the kinetic energy
operator (5.1) is approximate as we do not have considered the motion of the
oxygen atom relative to the aromatic ring. This approximation may have
an important effect in the mechanism of the proton transfer, given that the
larger mass of the O-ring fragment in comparision with the N-CHjs fragment
may prevent the oxygen atom from approaching the nitrogen atom. In or-
der to overtake the limitation of our own model but without increasing its
mathematical complexity, we have considered that the oxygen atom carries
out most of the internal motion while the aromatic ring remains static by
virtue of its larger mass. In this way, we allow the donor and acceptor atoms
to approach during the proton transfer process. This can be easily estimated
by setting mo—ying in (5.1) to simply me. Doing this, we have checked that

the proton transfer process proceeds with negligible changes in R.

We have also studied the deuterium transfer process for SMA in order
to compare with the previous results. As expected, the probability density
of the deuterated system shows significant evolution along shorter values of
the R coordinate, as we can see in Figure 5.6. Due to the heaviness of the
deuterium atom, the deuterium transfer is slower than the proton transfer,
and hence the R coordinate has enough time to be activated and assists the

deuterium transfer.

What can be said about the proton transfer mechanism of HAN? First
of all; we have to take into account that the mono-dimensional dynamical
simulation performed in HAN does not allow to analyze the evolution of the
system along a concrete coordinate, as seen for SMA. The evolution of heavy
atoms is built-in and inseparable with those of light atoms in the unidimen-
sional coordinate s. Instead of performing a new (and mathematically more
complex) dynamical simulation including more degrees of freedom, we chose
to carefully look at the experimental data available on the ESIPT of HAN



(GENERAL RESULTS AND DISCUSSION 79

357 cm™! 406 cm ™!

Figure 5.7: Representation of the normal vibrational modes of the products of HAN in
S| most coupled with the proton transfer process. Frequencies have been obtained at the
TDDFT/B3-LYP/6-31G(d,p) level of theory.

(remember that very few experimental data have been reported for SMA),
and study it in view of our electronic calculations.

The most recent experimental work on the photophysics of HAN, reported
by Lochbrunner et al.,®* established the proton transfer time in about 30 fs,
being this the time interval between the photoexcitation of the reactants and
the rise of the fluorescence band (attributed to the photoproduct species). In
addition, oscillatory contributions in the time-resolved spectrum after elec-
tronic excitation of HAN were observed, which were attributed to vibrations
that are coupled to the proton-transfer coordinate. These oscillatory con-
tributions were ascribed to motions that facilitate the transfer, like the two
oxygen atoms coming closer, so that the proton transfer may proceed with
assistance. Even though these oscillatory motions are not likely to contribute
on the proton transfer process of HAN, given that internal vibrational modes
do not usually activate before 30 fs, Lochbrunner et al. compared the vibra-
tions obtained through Fourier transforms of the oscillatory time-resolved
transmission signal with the calculated frequencies of the reactant form in
So, in order to identify such modes.%*

In our electronic study of HAN, we have carried out the full harmonic
frequency analysis of the reactant and product species of HAN in Sy and S
through numerical derivation of the first energy derivatives at the TDDFT

level, in order to compare with the experimental results (see Paper I for
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details). From the time-resolved experiments,® it has been established that
only three frequencies are involved in the oscillatory contributions of the
time-resolved spectrum. These frequecies amount to 280, 312 and 368 cm ™,
and they should be assigned to specific frequencies of the products in the
S1 state. In our theoretical vibrational analysis of the product, the closest
values to these are found at 295, 357 and 406 cm ™!, so that these frequencies
ought to be taken as the ones most directly coupled to the proton-transfer
coordinate. In fact, the two higher ones, depicted in Figure 5.7, correspond
to modes where motion indicates a clear approximation of the two oxygen
atoms and the hydrogen atom. However, in the present case these modes
are coupled to the ESIPT process in S; in the sense that the proton transfer

activates them, not that they facilitate the process.
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5.2 Non adiabatic ESIPT processes:
Paper 111

This second section of general discussions is exclusively devoted to one molec-
ular system, the aromatic Schiff base salicylideneaniline (SA). This system
is of special interest and deserves a whole section in itself because it exhibits
an ESIPT process for which the presence of competitive non adiabatic proc-
cesses, more concretely Cls, has been reported,.'? Hence, SA is a perfect
candidate to present the basic features of an ESIPT system competing with
non adiabatic processes, and to show how Cls can be accurately described
with the electronic methods available. Also, this section serves as a link be-
tween the systems that have been presented in the previous section (papers
I and II), and those that will be introduced in the next section (articles IV
and V), in which the chemical phenomenon reaches the maximum level of
complexity with double proton transfer processes coupled with non adiabatic
processes. Finally, it is worth noting that all the conclusions obtained in the
previous section concerning generalities on ESIPT process can perfectly be
applied to SA.

5.2.1 Effects of non adiabatic proccesses on SA

In the Introduction it has been commented that the aromatic Schiff bases
are among the most studied compounds in photochemistry, due to their
photochromic behavior.?126:127  The study on the SMA system depicted
in Paper II served us as a first approximation to such a large family of
photochromic compounds. Without any doubt, its best known and thor-
oughly studied member is SA, and the countless studies published on this

57,58,60,74, 111-115,125,128-139 are a proof of it. However, the detailed

system
mechanism about the ESIPT process of SA (depicted in Figure 5.8), and
more concretely the time scale for the ESIPT process are still under hot

discussion.
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Figure 5.8: ESIPT process representation in SA. 01, 02, i and ry represent the relevant
dihedral angles and bond distances that are discussed in the present section.

During the long span of time that exists between the different works on
SA (from 1964 to 2007), very different time scales for the ESIPT process,
from nearly 750 fs%%12° to less than 50 fs,”* have been proposed. What
is clearly known is that the absorption spectrum of SA presents a band
at 344 nm™! attributed to the photoexcitation of the enol tautomer to a
(m,m*) excited state, and a fluorescence band (largely Stokes-shifted) that is
centered at around 570 nm, which is attributed to an excited cis-keto form.
However, a very low fluorescence QY has been measured (1.2x1074),11% and
this result strongly suggests the presence of an efficient deactivation path of
the electronically excited species. Indeed, such deactivation channels are the
main reason behind the discrepancy between the measured time scales for
SA.

Several studies have been reported both from the experimental and the-
oretical point of views, in order to identify these deactivation channels and
obtain a clear picture of the photophysics of SA. The studies from Tamai and
collaborators® have glimpsed these non-radiative processes via spectrocopic
measures, which have been assigned to an IC of the excited enol tautomer
between S; and Sy. However, the fate of the excited enol species in So is
not clarified in that work. On the other hand, according to the experimental
work of Sekiya and collaborators,®® not only one but two fast depopulation
channels have been detected. They suggest the presence of a first IC from the
excited (m,7*) enol to a (n,7*) state, and a second IC from the excited (7,7%)
cis-keto again to a (n,7*) state. The photochemical landscape suggested by

Sekiya and collaborators for SA is schematically reproduced in Figure 5.9.
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Figure 5.9: Photoexcitation processes of SA inferred from the studies of Sekiya and collab-

orators.%% |C, ESIPT and TS stand for internal conversion, excited state intramolecular proton
transfer and transistion state. Figure inspired in Figure 7 of Ref. 60

Note that the IC processes located in the region of the enol tautomer prevent
the ESIPT reaction to take place, and hence directly compete with it. In
clear disagreement with these hypothesis, the most recent work of Peén et
al.™ suggests a ballistic motion of the transferred proton without interference

of any competitive process.

On the theoretical side, only the works of Zgierski and Grabowska® have
dealt with the dynamics of SA using approximate methods. Their results

0

coincide with the findings of Sekiya and coworkers,’® and proposing the ex-

istence of two IC, one after photoexcitation of the enol tautomer, and the

other after the formation of the cis-keto tautomer.?”

Regarding all this information, one could say that the presence of deac-
tivation channels of the excited state that directly compete with the ESIPT
process make interpretation of experimental measures difficult, and the re-
sults are apparently contradictory. Hence, the ESIPT process of SA might
not match a simple ballistic motion of the transferred proton, as predicted
for SMA. Given the absolute control that the theoretical chemist can impose
on the parameters defining his/her modeled representation of the chemical

system, a theoretical study looks desirable to clarify the possible channels



84 5.2 NON ADIABATIC ESIPT

through which the SA might evolve in the excited state. However, in oder
to obtain results of physical relevance, the regions of the PES that present
IC channels must be represented with an appropiate electronic method of

calculation. Previous studies!#?146

reported on different systems undergo-
ing ESIPT processes have revealed that IC proceed mainly through conical
intersections (Cls). For that reason, in what follows we will focus on the
localization and characterization of Cls that may cause the deactivation of

the excited state.

5.2.2 Localization of conical intersections

In the Introduction we have listed several algorithms developed to locate
geometry points belonging to the seam of a CI. However, no matter which
algorithm is used, such a search is not a simple task unless one is lucky
or smart enough to know where the CI is to be found. The availability of
experimental data about the photophysics of the system can be of great help
in order to get a first glimpse of where the CI may lie. The very low QYs
measured for SA clearly indicate that the CI we are looking for might bring
the system from an excited electronic state to Sy.

As we have previously said, the work of Sekiya and collaborators® pointed
towards two ICs, the first being located in the region of the enol tautomer
between a (mw,7*) and a (n,7*) states. The theoretical work of Zgierski and
Grabowska® provided more details indicating that this IC take place at a
twisted conformation of the enol tautomer along the 6; dihedral angle (see
Figure 5.8 for the definition of 6;). As a first approximation, we optimized the
ground state energy profile at the DFT level along the rotation of the angle
in the enol tautomer, and then computed the TDDFT vertical transitions for
the four lowest singlet excited states (see Paper III for more computational
details). According to our results depicted in Figure 5.10, at the initial pla-
nar structure (180°) the lowest (n,7*) state corresponds to the third excited
singlet state (Sz). Such state lies ~15.0 kcal mol™! above the FC excita-

tion point and is thus energetically unreachable. In addition, this state does
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Figure 5.10: Potential energy profile along the 0, dihedral angle of SA. The energy origin
is the energy of the minimum enol in the ground state. The Sy profile has been obtained by
relaxed DFT/B3-LYP/6-31G(d, p) optimizations, while the excited-state profiles represent the
TDDFT/B3-LYP/6-31G(d, p) vertical transitions from the Sy-relaxed geometries. See Figure
5.8 for the definition of 0.

not intersect with the Sy when varying the coordinate. However, at largely
twisted angles (~ 80°-90°) an energetic approach between S, and S; is ob-
served with an energy difference under 20 kcal mol™!. Given that the energy
of the S; has been obtained by vertical excitation calculations from Sy, this
not too large energy gap between these states opens the possibility of the

existence of a CI.

In order to locate a molecular geometry belonging to the seam of the
CI between Sy and S;, we took a tentative starting geometry of the enol
tautomer at 90° of 61, and then we performed the energy minimization at
the Sy state and monitored its TDDFT excitation energy (see paper III for
computational details). When the excitation energy fell under 3 kcal mol™! (a
value low enough for considering the presence of an effective approachement
between two electronic states) we stopped the search and took the resulting
geometry as an approximate candidate belonging to the seam of the CI.
This geometry, depicted in Figure 5.11 (left), presents an energy difference
between Sy and S; of 2.67 kcal mol~!, and is characterized by a 6, torsional

angle of 92°. At this point, one may argue that given the monoreferential



86 5.2 NON ADIABATIC ESIPT

0, =92° 0y = 91°

Figure 5.11: Molecular geometries corresponding to the seam of the conical intersections
between Sy and Sy, located at the enol (left) and cis-keto (right) regions. The geometries
have been obtained by TDDFT/B3-LYP/6-31G(d,p) minimizations. See Figure 5.8 for the
definition of 61 and 0.

nature of TDDFT methodology, it is not adequate to properly locate Cls.
However, Tood J. Martinez and collaborators have shown® that TDDFT
may still provide a decent hint for the location of such structures and for the
determination of their energy in comparison with best suited multireferential
methods, like CASSCF.

In order to validate our monoreferential TDDFT procedure, we carried
out the search of a minimum energy crossing point (MECP), between the Sy
and S; states, in the region of the twisted enol tautomer. We employed the
Newton-Raphson search algorithm implemented in the MOLCAS package, at
a reasonable high multireference level of theory: CASPT2//CASSCF(10,10)
cc-pVDZ. From this calculation a structure arised with an energy difference
between both states less than 0.2 kcal mol™. The geometry of this structure
is quite similar to the one obtained at the TDDFT level, with a 6#; tor-
sional angle of 91°; thus validating our TDDF'T previous results. Actually,
analogous agreements between TDDFT and CASPT2//CASSCF have been

previously stated in related photochemical process.'*”

The second IC predicted by Sekiya in SA is supposed to occur in the cis-
keto tautomer, which is formed just after the ESIPT process.” As hinted
by the calculations of Zgierski and Grabowska,” the excited (m,7*) cis-keto

tautomer becomes significantly stabilized by a twist of the phenyl ring, which
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Figure 5.12: Cis-trans isomerization energy profile along the 0y dihedral angle of SA.
The energy origin is the energy of the DF T-optimized cis-keto tautomer in Sy. The profile
has been obtained by relaxed DFT/B3-LYP/6-31G(d, p) optimizations. See Figure 5.8 for the
definition of 0.

is precisely the coordinate leading to the posterior cis-trans isomerization
process. In fact, if we analyze the DFT reaction coordinate leading from the
cis-keto tautomer to the trans-keto tautomer at the ground state, as depicted
in Figure 5.12, it can be seen that the energy evolution presents a very sharp
profile and a noticeable peak around 70° for the 6, dihedral angle. Such
profile contrasts with the more usual smooth evolution of the energy along
an isomerization coordinate for the ground electronic state. Such sharpness
may indicate the proximity of a second electronic state at the peak region
where an intersection may occur.

As for the previous CI in the enol region, we have minimized the energy
of a starting highly twisted cis-keto geometry (around the 0y torsional angle)
at the TDDFT level and monitored its excitation energy. The best geometry
obtained, showed also in Figure 5.11, presents an energy difference between
So and S; of 2.88 kcal mol™!, and a 6, torsional angle of 91°. Again, we
have searched a similar molecular geometry at a multiconfigurational level,
using the same methodology previously described. The geometry obtained
presents an energy difference between both states less than 0.2 kcal mol™*

and a 6, torsional angle of 89°, thus validating one more time our DFT-based
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methodology.

The main point to stress here is that the localization of CIs has been
carried out at the TDDFT level of theory. Even though CIs are regions of
the PES that require a multiconfigurational treatment for a proper descrip-
tion, we can see that in this case TDDFT provides accurate results on the
localization of ClIs. Therefore, the SA system represents a successful example

to locate Cls without recourse to a multiconfigurational level of theory.

5.2.3 Characterization of conical intersections

CIs are only relevant for the photochemistry of a given molecular system
if they lie under the FC excitation point. Otherwise, they will not be en-
ergetically accessible. Besides, once the CI region has been reached by the
excited especies, the deactivation channel towards the ground state can only
take place along the two degrees of freedom that break the degeneracy (the
branching space) at the intersecting region. Hence, in order to obtain a
full picture of the deactivation process, not only the location but also the
characterization of the branching space has to be achieved.

The identification of the ¢ and h vectors of the branching space is not a
trivial task. The breaking of degeneracy between states may occur through

) 146 or by

a single molecular coordinate (bond stretching, angle rotation. ..
a combination of molecular motions.'*® Nevertheless, §, the GD vector, is
relatively easy to identify. As we have shown in Eq. 3.27, the GD vector is
defined as the gradient of the energy difference between the two intersecting
states. Hence, any MECP search algorithm based on following the direction
of the gradient will reveal in the process the direction of the GD vector. In
view of the energy variation observed for the Sg and S; states along the 6,
and 6, angles, the GD vector can be tentatively identified as the twisting
motion of the two aromatic rings.

Before proceeding to identify ﬁ, the DC vector, we would like to verify
if TDDFT calculations are suitable to characterize Cls as well as to localize

them. To do so, we performed TDDFT and CASSCF single point calcula-
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Figure 5.13: CASSCF(10,10)/6-31G(d,p) (left) and TDDFT/B3-LYP/6-31G(d, p) (right)
comparative representation of the g vector’s energy variation, corresponding to the conical
intersection located at the enol region of SA. See Figure 5.8 for the definition of 0.

tions at several geometries around the #; angle of the obtained MECP enol
structure. Results displayed in Figure 5.13 indicate that TDDFT exhibits a
change of slope around the CI of the excited electronic state energy, but a
monotonous evolution of the ground state energy, in contrast with CASSCF
results. Todd Martinez and collaborators already reported® on this failure
of TDDFT on describing the energy variation around the branching space.
In this work, a similar behaviour of the TDDFT energy variation in an inter-
section region of the Hy + H system is observed (compare Figure 5.13 with
Figure 10 in Ref. 89). No clear explanation has been provided for this event.
However, this can be related to deficiencies in the exchange correlation func-
tional. We finally explored the variation of energy of the Cls located for the
enol and cis-keto tautomer around the corresponding twisting angles at the
CASSCEF level, as depicted in Figure 5.14.

The characterization of the DC vector is less evident than the GD vector.
Nevertheless, as in many aspects of general research, chemical intuition and
bibliography search may help to solve that issue. In our case, we came up
with some works on biaromatic systems in which the streching of the bond
around which the twisting motion takes place is suggested as the DC mode of
the branching space.!#1%0 In order to verify this assumption, we performed

CASSCEF single-point calculations around the r; and ro bond distances (see
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Figure 5.14: CASSCF(10,10)/6-31G(d,p) energy profiles along the modes that break the
degeneracy of the Sy and Sy electronic states for the Cls located in the enol (top) and cis-keto
(bottom) regions of SA. The gradient difference vector (left) and the derivative coupling vector
(right) are ascribed to the 01 and 0, angles and to the r and ry bond distances, respectively.
See Figure 5.8 for the definition of 01, 05, r; and r».

Figure 5.8) on the obtained MECP geometries of the enol and cis-keto tau-
tomers, respectively. Results displayed in Figure 5.14 corroborate that the
r; and ry bond distances correspond to the h vector in the two Cls located

in the SA system.

5.2.4 Comparison between mono and multireferential

electronic methods

Up to this point, we have seen that TDDFT provides accurate results on the
localization (if not characterization) of the Cls between Sy and S; present in
the ESIPT process of SA. The next important step in the study would be
the calculation of the time scale for the proton transfer and the deactivation
process through the CI. As we have previously said, it is necessary to compute
the region of the PES relevant for the photochromic process in which the
quantum dynamical simulations will be performed. Hence, it is necessary to
check if TDDFT can provide good results not only for the Cls but for the
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Figure 5.15: Model of the photochemistry of SA as inferred from our electronic results.

Relative energies (in kcal mol=') are referred to the enol minimum in Sy. Energies displayed
in red correspond to DFT (Sy) and TDDFT (S;) B3-LYP/6-31G(d,p) level of theory, while
energies displayed in blue correspond to CASPT2//CASSCF(10,10) cc-pVDZ level of theory.

whole PES of the ESIPT process.

To do so, we have computed all the stationary points relevant to the
ESIPT process (minima, transition state structures, FC excitation points and
CIs) at the TDDFT and at the CASPT2//CASSCF(10,10) levels of theory
(see Paper III for computational details), being the latter used to validate
the results obtained by the former. Figure 5.15 depicts the full picture of the
energy variations along the different molecular motions that play a role in
the ESIPT process of SA. It has to be noted that the photochemistry of SA
involves at least five geometric coordinates (the proton transfer and the two
coordinates for each CI). For the shake of clarity, we have designed Figure
5.15 as a one-dimensional profile representation in which solid lines are used
for the reaction paths that maintain the planarity ¢.e. the ESIPT process,
whereas dashed lines are used for out-of-plane reaction paths, as indicated at

the bottom of the figure. The whole energy profile and the different critical
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points are widely discussed in Paper III.

As it can be seen in Figure 5.15, both methods reproduce the same relative
stability of all the stationary points (being 7 kcal mol™! the largest difference
between both methods), but also the FC excitation wavelengths of the enol
and trans-keto tautomers, which are in turn in good agreement with the
experimental values (344 nm'™! and 474 nm ' respectively.) We can also
see that both methods predict an endoergic proton transfer process at the Sy
state and a barrierless ESIPT process at the S;. These are general features
of a ESIPT reaction that have been previously seen for SMA and HAN in

the preceding section.

5.2.5 Estimation of transient time towards conical in-

tersection

In any general dynamical study on ESIPT, the proton transfer process should
be considered multidimensional in nature in first instance. However, as we
have seen in the dynamics of HAN, the process can be effectively modelled
with a one-dimensional approach. In the case of SA, its photochemistry
becomes more complex, as there are two different processes leading to the
disappearance of the reactants: the ESIPT process and the deactivation of
the excited state through CI. Is it then possible to model the dynamics of
SA also with highly reduced dynamical models?

The experimental studies of Inokuchi and collaborators® performed in
SA set the disappearance rate of the excited enol species from the FC excita-
tion point in 500 fs. This rate includes the ESIPT process and the evolution
towards the CI in the enol region, as these are the only observed open paths
after photoexcitation of SA. On one hand, the ESIPT process in SA takes
place along a mainly downhill potential energy profile (see Figure 5.15), and
it seems then quite reasonable to assume that this process will involve es-
sentially motion of the proton. On the other hand, our results suggest that
transit towards the CI involves purely the torsion of the 6; dihedral angle

of the enol tautomer. Hence, the two coordinates just described should be



GENERAL RESULTS AND DISCUSSION 93

enough to perform the dynamics of the photoactive state. However, could
these two coordinates be treated separately?

It is obvious that both ESIPT and deactivation processes occur at the
same time after photoexcitation of the reactant species. For a correct dynam-
ical simulation, both ought to be considered simultaneously. Nevertheless,
we think it is reasonable to treat the two processes separately, because (i)
both are energetically strictly downhill processes and (i) both have been
described as ultrafast. Proceeding in that way, the complexity on the dy-
namical treatment is considerably reduced. The original problem has been
then reduced to a pair of simple monodimenisional dynamical simulations, for
which a resolution procedure has been showed in the previous section. Given
that the features of the ESIPT process described for SA are very similar to
that previously exposed for the HAN and SMA systems, in what follows we
will focus on the dynamics of SA on the CI region.

At this point, a note of caution should be mentioned. Rigorously speak-
ing, a quantum dynamical treatment of the excited enol species through
the CI would be unfeasible at present. As we mentioned in Section 3.3,
at CI regions the BO approximation fails, and one has to move to a dia-
batic transformation of the Schrodinger equation. To do so, the coupling
terms of the potential energy operator have to be obtained. Even if these
coupling terms were worked out, and a quantum dynamical simulation were
performed, there would be no direct experimental result to compare to the
theoretical prediction yet. As previously mentioned, the experimental works
on SA have determined the decay rate of the photoexcited enol tautomer,
which includes both ESIPT and deactivation processes. Hence, in our dy-
namical study on the Cls of SA, we have just determined the time it takes
to the wave packet to evolve from the FC excitation point to the CI, but not

the passage through it.
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Figure 5.16: Modulus of the autocorrelation function represented as a function of time for
the dynamical simulation of the torsion of the 01 dihedral angle in S;. See Figure 5.8 for the
definition of 0.

As in the HAN study, the monodimensional dynamical model of SA was
constructed with an isoinertial coordinate system (scy) asigned to different
geometries generated for several values of the rotational angle #;. Doing so,
the nuclear kinetic energy operator could be written as seen in Eq. 5.2. The
potential energy profiles for Sy and S; were built by constrained energy min-
imization calculations at different values of the 6; dihedral angle. After that,
the ground vibrational state of Sy was determined in terms of the isoinertial
coordinate and then promoted to the S; state. Finally, the time-dependent
Schrodinger equation was solved, in that case, by means of a split-operator
scheme (See Section 3.4.1).

In this dynamical study, we did not employ the survival function to esti-
mate the rate of the process, as for SMA or HAN. The dynamics of the ESIPT
process of HAN and SMA involved basically a proton transfer coordinate.
With such a simple motion, is it easy to define univocal structures corre-
sponding to reactans and products, in terms of the donor—proton—acceptor
interatomic distances. Hence, the survival function can be easily represented
in terms of these coordinates. The integration of the survival function for the

values of the coordinate that correspond to the reactants region provides rate
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of the process, as seen in the previous study of SMA and HAN. In contrast,
the dynamics of SA towards the CI involves motions of larger amplitude than
the ESIPT process of SMA or HAN. The evolution towards the CI has been
determined as the twisting motion of the aromatic rings. This motion does
not allow to clearly define a series of structures that could be identified as
“reactants” or “products”. Hence, the use of the survival function is not
suitable in this case. Instead, we have employed the representation of the
modulus of the autocorrelation function (¥(0) | ¥(¢)) in order to analyze
the dynamics in S;. The autocorrelation function provides a quantitative
measure of the resemblance between the state kets at different times,'*? as
its modulus varies between 1 (when the wave packet at time ¢ completely
matches that at time = 0) and zero. Thus, we can obtain an estimation of
how different is the state of the system at any time in comparison with the
initial state. It is natural to assume that when the autocorrelation function
drops to zero, the system will have vanished from the FC excitation point.
As we can see in Figure 5.16, the autocorrelation function goes quickly to
zero, even though there is heavy atom motion in the process. This may be a
consequence of a marked downhill character of the S; potential energy profile
around the CI region. The time the modulus of the autocorrelation function
takes to drop to half of its value at ¢t = 0 can be taken as an estimation of how
long it takes for the wavepacket to leave the FC area in S; to the CI region.
Doing so, yields a theoretical estimate of 37.7 fs. Note that this value is well
below the experimental findings (500 fs).®° However, we should remember
that this simulation has been carried out in the absence of the interference
coming from the evolution of the wavepacket towards the ESIPT channel. In
addition, a more strict dynamical treatment of a non-adiabatic system should
be done through diabatization of the Sy and S; adiabats and quantification
of the couplings between the diabats. Hence, we can consider our estimation

as a lower limit for the deactivation channel through this CI.
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5.3 Non adiabatic ESIDPT processes:
Papers IV, V and Manuscript 1

The last section of general discussions represents the final step in the degree
of complexity of the proton transfer processes studied in this thesis. Up to
now, we have only dealt with single ESIPT processes, which are of great
importance in many chemical and biological processes. From now on, we will
consider those molecular systems that undergo ESIDPT processes after pho-
toexcitation. It has to be taken into account that this reaction is expected
to be more complicated than its single homologue, since two possible limit-
ing mechanisms can be envisaged. In the first limiting mechanism, the two
protons transfer in a single step (concerted mechanism), whereas in the sec-
ond, one proton transfer precedes the other so that the mechanism involves
a zwitterionic intermediate (stepwise mechanism). More concretely, we will
focus on some members belonging to the family of bipyridyl derivatives, for
which the presence of CIs competing with the ESIDPT process has been sug-
gested.%® Hence, these systems are perfect examples to show the theoretical
treatment of double proton transfer processes when coupled with Cls. In
addition, we will also see how these special photochemical features can make

these compounds potential candidates in the design of optical devices.

5.3.1 ESIDPT processes in bipyridyl derivatives

In the precedent studies on single proton transfer processes on HAN, SMA
and SA, we have seen that the electronic-structure characterization of the
PES and the ulterior dynamical simulation is a strategy good enough to
obtain very accurate results when compared with experimental findings. At
least, it sets a limit for the proton transfer rates. The agreement is so good
because the proton transfer can only proceed along one single coordinate.
This can be easily reproduced by the dynamical simulation, specially when
the PES is characterized by a downhill profile from the FC excitation point

to the products region.
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BP(OH), BP(OH)(NHy) BP(NH>)»

Figure 5.17: Molecular structures of [2,2-bipyridyl]-3,3"-diol (left), [2,2'-bipyridyl]-3-
amino-3-ol (center) and [2,2"-bipyridyl]-3,3"-diamine (right). The molecular coordinates 6
and r, which will be discussed in the present Section, are also displayed.

However, in the study of ESIDPT processes, the dynamical simulations
attain much more importance than the electronic-structure calculations, given
that from the location of stationary points, it is not always possible to discern
through which mechanism (concerted and/or stepwise) the proton transfers
will proceed.

Let us exemplify this with the best known bipyridyl derivative, [2,2’-
bipyridyl]-3,3’-diol (BP(OH),). As depicted in Figure 5.17, BP(OH), presents
two proton transfer centers within its molecular structure. Several years ago,

66-70 carried out a series of time-resolved experi-

Glasbeek and co-workers,
ments in the sub-picosecond time range, from which it was concluded that
the dynamics of ESIDPT featured a branched mechanism consisting in a
concerted and a stepwise reaction channels. On the theoretical side, the
advisors of the present thesis reported a study on BP(OH),,,% in which it
was revealed that the stepwise mechanism was energetically favored over a
concerted process (from the electronic point of view). However, quantum
dynamical simulations showed branching of the wavepacket between the two
routes, thus confirming the experimental results. Besides, ESIDPT processes
can become even more complicated (and thus more difficult to theoretically

model) if competitive processes intersect with the main chemical reaction.
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After their initial studies on BP(OH),, Glasbeek and co-workers reported
on a very similar system, [2,2-bipyridyl]-3,3’-diamine (BP(NHy)5),'*! in which
the two hydroxyl groups are replaced by amine groups (see Figure 5.17). A
femtosecond fluorescence upconversion study of BP(NHs), revealed very no-
ticeable differences when compared to the photochemistry of BP(OH)s, being
the most notable the very dissimilar QYs: 107° for BP(NHy), and 0.32 for
BP(OH),. This points to very efficient mechanisms of deactivation of the
BP(NHs), excited species. As we have seen in the previous section concern-
ing the SA system, such deactivation channels can proceed via CI. Indeed,
Glasbeek and co-workers have proposed the presence of a crossing between

electronic states at twisted geometries of the two pyridylic rings to explain
the very low QY of BP(NHy),.!%!

The exploration of the topological features concerning the double pro-
ton transfer process in these two compounds and the localization of possible
CIs is of great importance, given that a dynamical simulation of a double
proton transfer process through Cls will necessarily involve a complex dy-
namical model that must be held up by an accurate electronic study. In
addition to this, the discrepancy between the behaviour between BP(OH),
and BP(NH,), leaves some interesting questions: why two isoelectronic sys-
tems with a very similar molecular structure exhibit such a different photo-
chemical behavior? Taking into consideration the symmetric nature of both
compounds and their opposite properties, how would a similar compound
but with an assymetrical structure behave? In order to try and cast some
light into these questions, we brought our studies on bipyridyl derivatives
one step beyond and we also analyzed the chemical species which is a hybrid
of the former two: the [2,2’-bipyridyl]-3-amine-3’-ol (BP(OH)(NH,)) deriva-
tive. BP(OH)(NH;) (also depicted in Figure 5.17) is not a mere hypothetical
compound, as its synthesis has been reported.'®>1°3 However, no other ex-
perimental data about this molecule has been reported to date, which leaves
all our results on this compound in the field of predictions, awaiting for

experimental constrast.
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5.3.2 A note of caution: TDDFT for certain excited

electronic states

As we have seen in our previous study on SA, TDDFT provides comparable
results in the energetic description of excited electronic states when com-
pared with multireferential methods. This accurate description does not only
include minima, maxima and transition-state structures, but also MECPs.
Were this always the case, TDDFT would become an important alternative in
the study of the excited states of many-electron systems, given its substantial
lower computational cost. However, in our studies of bipyridyl derivatives
we have come across a characteristic of TDDFT which makes the method
inappropriate to compute certain electronic excited states.

Our study on the BP(NH;), system began with the localization of all
the relevant stationary points for the ESIDPT process, as depicted in Fig-
ure 5.18. Given the aforementioned dissimilar QY between BP(OH),) and
BP(NHs)s, we focused on wether or not the final photoproduct was energet-
ically accessible from the FC structure. During the localization of stationary
points in S;, we observed that the energy minima corresponding to reac-
tants and products presented a planar conformation of both pyridylic rings.
In contrast, any attempt to obtain an energy minimum in the intermediate
(zwitterionic) region led to a highly twisted conformation of the two pyridyl
rings. The most remarkable feature of this structure is that it presented a
relative energy of 50 kcal mol~! below the reactants’ energy minimum in S;.

In essence, this result should have been interpreted as the accidental loca-
tion of a MECP between Sy and S, given that the energy of this conformation
almost matched the electronic ground-state energy. However, a close inspec-
tion of the electronic nature of this structure, as depicted in Figure 5.19,
revealed that its electronic excitation was described by a single-electron ex-
citation from the HOMO (7) located on one pyridyl ring to the LUMO ()
located on the other ring. In other words, S; was described by a localized in-
tramolecular charge-transfer state. By the time these calculations were in the

work, we had come across the excellent review of Dreuw and Head-Gordon on
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Figure 5.18: Molecular species involved in the concerted and stepwise mechanisms for
double proton transfer in BP(NH, )>. The charges shown are formal charges in the context of
a Lewis structure and do not necessarily correspond to the actual charge distribution

single-reference ab initio methods for excited electronic states,'®* in which
it was proved that TDDFT tends to overstabilize localized intramolecular
charge-transfer states. Besides, the advisors of the present thesis had recently
published a study on the 7-azaindole dimer,*? in which the TDDFT method
also failed to describe charge-transfer states. For these reasons we thought,
then, that the TDDFT methodology would not be suitable to provide a cor-
rect description for this molecular system at such twisted conformations.
However, we observed that forcing absolute planarity (C's symmetry) dur-
ing the geometry optimization calculations, the molecular orbitals involved
in the description of the charge-transfer state became delocalized over the
two pyridyl rings, as we can see in Figure 5.19. Given that the ESIDPT
process has been described as ultrafast for these bipyridyl derivatives, ~100
fs for BP(OH)3% and BP(NHy),,% it is a reasonable approximation to con-
sider that protons will transfer before any molecular relaxation takes place.
Indeed, as we have previously seen in HAN, SMA and SA, ESIPT basically
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Figure 5.19: Probability isodensity surfaces corresponding to the molecular orbitals in-
volved in the Sy— Sy excitation of the twisted (top) and planar (bottom) conformations of the
intermediate species of BP(NH ).

proceeds along the proton transfer coordinate. Hence, we restricted the sys-
tem to planar geometry in our study because it represented a reasonable
approximation to simplify the study of the ESIPT process, and because it
avoided the presence of “charge-transfer states” in our TDDFT description
of the reaction. While this would not provide good energetic values at the
zwitterionic structures, it would allow to have a coherent picture, as for as

methodology is concerned, of the full ESIDPT process.

Before proceeding to the next section, an explanatory note should be in-
troduced here. In what follows, we will see that the twisted conformation of
the intermediate species actually correspond to a point located on the seam of
a CI. However, from all the above, our first attempt to locate CIs (see Papers
IV and V) in the bipyridyl systems was performed at the multiconfigurational
CASSCF level. Later on, we found the work of Todd J. Martinez and col-
laborators® (which has been already mentioned in our study on SA) on CIs
and TDDFT. According to this study, the TDDFT description of a CI (even
involving a charge-transfer state) may still be accurate if there is not a total
separation of the molecular orbitals describing the electronic excitation of

the corresponding CI.



102 5.3 NON ADIABATIC ESIDPT PROCESSES

Indeed, our previous study on the Cls in SA was succesfully carried out
at the TDDFT level because the molecular orbitals involved in the twisted
conformations of SA were delocalized over the molecular structure. The pre-
viously mentioned study on the 7-azaindole dimer*? presented a dramatic
failure of the TDDFT description of the system because the molecular or-
bitals of the charge-transfer state were totally localized on each monomer.
Looking again at Figure 5.19, we could say that BP(NHs;)s may present an
intermediate situation between these two. It can be observed that there
are certain orbital contribution on the other ring that may overlap with the
main molecular orbital at the twisted conformations of BP(NHj)s. In view
of this, we finally adopted a TDDFT methodology in our studies on CIs in

the bipyridyl derivatives, as can be seen in Manuscript I.

5.3.3 Relationship between conical intersections and

molecular structures

As we have just said, the most important feature in the photophysics of
BP(OH;) and BP(NH,), is their extremely different fluorescence QYs, de-
spite their molecular resemblance. According to Glasbeek and co-workers, !5
this is indicative of very efficient non radiative deactivation paths of the ex-
cited state in BP(NHy)s. They propose in this case the existence of a CI
between Sy and Sq, leading from highly twisted conformation of the interme-
diate species in Sy, to the original reactant species in Sg. As SA (as seen in
the previous section) and as many other molecular systems, the search for
MECPs in the BP(NH;), molecule is far from obvious, not to speak of the
characterization of the branching space. If no clues of the existence of Cls
can be inferred from experimental findings, any attempt to locate a crossing
point will be a shot in the dark. In our case, the authors of the study on
BP(NH,),"! postulate a CI between Sy and S; when the intermediate species
of the ESIDPT adopts a twisted conformations of the two pyridyl rings.
Given that at the time of this study, as previously said, we thought
that TDDFT level failed to describe the localized charge-transfer state cor-
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responding to the twisted conformation of the intermediate tautomer, we
employed the multiconfigurational CASSCF method (see paper IV for more
computational details) to perform single point calculations around the twist-
ing angle coordinate of the intermediate species of BP(NHy)y. From our
results observed an energy approach between Sy and S; at a twisted angle of
approximately 85° is observed, close enough (less than 10 kcal mol™?) to seri-
ously consider the presence of a CI. At this point, it is reasonable to wonder if
a similar CI would be present in BP(OH); (given the structural resemblances
of both compounds) even though the measured QY of 0.32 seems to indicate
that this possible CI would not play a role in the global photophysics of
BP(OH);. Proceeding in a similar fashion as in BP(NHy)s, we found a small
energy gap between Sy and S; of ~20 kcal mol™! in the twisted (also 85°)
intermediate region. An energy difference of 20 kcal mol™!, 10 kcal mol~*
larger than that found in BP(NH;),, casts some doubts about the existence
of a CI in this case, and a more accurate electronic study would be necessary
to get a better description of the Sy and S; states at this twisted region of
BP(OH),.

By the time of this first study on BP(NH,), and BP(OH),, corresponding
to Paper IV, we were not able to assure the existence of Cls at twisted confor-
mations of the intermediate species, as no MECPs search calculations were
performed’. However, our single point calculations along the 6 coordinate
were good enough to theorize about the dissimilar QY between BP(NH;)y
and BP(OH),. According to our topological study on the ESIDPT process
in both bipyridyl systems (see paper IV), the formation of the final photo-
product in S; is endoergic for BP(OH), and exoergic for BP(NHy),. After
photoexcitation, BP(NHs), has not enough energy to reach the region of the
final photoproduct. Hence, after the first proton transfer process, the excited
intermediate species of BP(NHj)y can eventually evolve towards the CI to
Sp, thus explaining the very low QY. In contrast, the photoexcited BP(OH),

fThese findings have been confirmed by direct MECPs search calculations with the
algorithm included in MOLCAS 6.2 package. These still unpublished results are collected
in Manuscript 1.
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Figure 5.20: CASSCF(10,10)/6-31G(d,p) energy profiles along the modes that break the
degeneracy of the Sy and S electronic states for the Cls located in the hydroxyl-initiated (top)
and the imino-initiated (bottom) intermediates of BP(OH)(NH>). The gradient difference
(left) and the derivative coupling (right) vectors are ascribed to the twisting of the dihedral
angle 0 and the stretching of the r interring distance, respectively. See Figure 5.17 for the
definition of 6 and r.

molecules have enough energy to reach the double proton-transferred prod-
uct. Even if there is a true CI in the region of the twisted intermediate
species, this CI will not be as accessible as the one in the BP(NHj), system,
and hence BP(OH), will present a significant QY value.

As for the BP(OH)(NHy) system, this being a hybrid compound between
BP(NH;), and BP(OH),, an intermediate behavior would be expected. Be-
ing that the ESIDPT process in BP(OH)(NHs) can start from two different
proton transfer centers (OH or NHy groups), two different mono-transferred
intermediate especies exist. In fact, both intermediates also present a CI
between Sy and S; when twisted around 90°.

These results give further evidences that there may exist a relationship
between the geometry of the located MECP and the molecular structure of
different, but related, compounds. To settle this question, we analyzed the
branching space of the Cls in these bipyridyl derivatives (see Paper V for

a more in-depth discussion). From one side, the GD mode can be trivially
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Figure 5.21: Comparison of the alike biaromatic molecular structure of BP(NHx)s (left)
and SA (right). The vectors corresponding to the branching space of the conical intersections
are also indicated. The usual representation of the SA structure has been rotated by 90° in
order to better appreciate the molecular similarities between both compounds.

identified as the twisting of the two pyridyl rings, as it is the coordinate
which directly leds to the energy approaching between states. Figure 5.20
depicts the GD mode for the two intermediate hybrids of BP(OH)(NH;) as
an example. Less evident is the characterization of the DC mode. However,
we can use as a first guess the results obtained for SA in the previous section.
Please note in first place the great resemblance of the GD mode depicted in
Figure 5.20 and that for SA depicted in Figure 5.14. Second, we can envisage
both SA and the bipyridyl derivatives as biaromatic systems, in which the two
rings are separated by one or two bond distances, as schematicaly depicted in
Figure 5.21. Given that the DC mode in SA was ascribed to the stretching of
the bond supporting the twisting coordinate, it is thus reasonable to consider
the stretching of the C-C interring bond as the DC mode for the three
bipyridyl derivatives. Indeed, the energy variation of the Sy and S; states
along the stretch of the C—C bond for the BP(OH)(NHz) system matches
with the expected behaviour of a branching space, as depicted for the two
intermediates of the hybrid in Figure 5.20. Similar results have been obtained

for the other two bipyridyl derivatives.
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These results indicate that the branching space that defines the region
of the PES in which two states intersect, is similar for those molecular com-

pounds that share structural similarities in their geometries.

5.3.4 A possible technical application of bipyridyl sys-

tems

As we have previously said, the CI proposed in the experimental study of

I consists of the twisting motion of the interme-

Glasbeek and co-workers!®
diate species in S;. This study also suggests that the fate of the molecules
crossing the CI is the original reactant species in Sy. According to this, tran-
sit through the CI would involve the reversion of the twisting motion and a
back-proton transfer process. However, passage through a CI implies the loss
of degeneracy towards two different directions. Hence, what is the fate of the
excited intermediate species that complete the twisting motion and achieve
planarity again? To explain this, we will use only the BP(NH;), system as
an illustrative example, due to similar results have been obtained for the
other two studied bipyridyl systems (see Manuscript I for a more detailed
discussion).

Figure 5.22 represents the likely photochemistry of BP(NH,), as inferred
from our electronic-structure results. The left side of the figure contains
the relative energy of the stationary points relevant to the ESIDPT and non
adiabatic processes in BP(NHy)q, whereas the right side depicts the molecular
labeling and atomic numbering employed.

As we can see, from the orignal reactant especies (DA), which are the
only existing minima in Sy, excitation of the appropiate wavelength brings
the system to S; by a permitted (oscillator strength = 0.322) HOMO (7)) —
LUMO (7*) exciation. From the FC arrival point, the excited DA molecules
(DA*) have enough energy to evolve towards the first proton transfer co-
ordinate to the intermediate species (MI*), but the product of the second
proton transfer (DI*) is energetically unreachable. From this point, the DA*

molecules can either revert to the DA* region and fluoresce to Sy, or accu-
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Figure 5.22: Relative electronic energies (in kcal mol~=!) (left) and schematic representation
of the molecular geometries (right) corresponding to the most relevant stationary points of
the conical intersection region in BP(NH)s. Energies in Sy and Sy have been obtained
at the DFT/B3-LYP/6-31G(d,p) and TDDFT/B3-LYP/6-31G(d,p). The molecular labeling
corresponds to the three works collected in the present section (Paper IV, V and Manuscript
1), whereas the atom numbering corresponds to the same used in Manuscript |.

mulate in the intermediate MI* region. The formed MI* species would also
fluoresce to Sy if the corresponding energy minimum existed. Instead of that,
the only clear open path to Sy is the existing CI through the ring twisting
coordinate. According to Figure 5.22, the reversion of the twisting motion
would lead to the original DA species (due to the lack of a MI minimum
in Sp), closing thus the photocycle. The molecular species involved in this
photocycle are depicted with white-filled letters in Figure 5.22.

On the other hand, if the MI* species that reach the CI complete the
rotational motion of both pyridyl rings, a new family of stable molecular
species arise. These new compounds have been labelled as DS by “dark
states”, given that these states cannot be directly accessed from the ground
state of the original bipyridyl tautomer DA. These new molecular species,
which are represented with black-filled letters in Figure 5.22, complete the
photochemical landscape of BP(NHy), (similar diagrams for BP(OH), and
BP(OH)(NHz) can be seen in Manuscript I). The two stable structures DS1
and DS2 can evolve from one to the other by a proton transfer coordinate in
So. However, only DS1 presents a stable energy minimum in S;. Photoexci-

tation of DS1 (oscillator strength = 0.196), with a wavelength considerably
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Figure 5.23: Schematic representation of the process involved in the photocycle of an ideal
optical photoswitch. The double cone refers to a conical intersection (Cl) region of low energy.
A1 and )\, refer to the wavelengths that photoexcite the A and B species, respectively. The
numbering of events follows the sequence of the photocycle steps.

different than that of DA, would bring the excited DS1* molecule to a FC
point from which the system could evolve again to the CI by proton trans-
fer and twisting coordinates, to reach again the original DA minimum, and

closing the photocycle.

As we emphasized in the Introduction, the cyclic nature of this pho-
tochromic process is interesting to the basic but especially the applied re-
search, as they could represent good candidates in the design of photomem-
ory devices. Very recently, Sobolewski'®® reported a theoretical analysis on
the basic features that an organic compound should present in order to act
as a reversible molecular switch. According to this study, a molecule showing
the simple scheme of Figure 5.23 could be a good candidate for a molecular
photomemory, if the photochromic species are stable enough. After the ini-
tial excitation of the initial species (writing process), the system can evolve
to a different stable tautomer through CI transit. In order to read the pho-
tomemory, there should exist a physical property, easy to measure, that could

be used to clearly discriminate between the two isomers.

If we now compare the scheme in Figure 5.23 and the energetic diagram

in Figure 5.22, we can see that the BP(NHz), has many resemblances with
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an ideal optical photoswitch, being the A and B species in Figure 5.23 the
DA and DSI1 tautomers in Figure 5.22. In addition, as DS1 presents an assy-
metric molecular structure, a detectable dipolar moment should be present,
in contrast to DA that has an inversion center and hence is apolar. Indeed,
BP(NH,), fulfills with the requisites of a good candidate to photomemory
for several reasons: (i) following the initial excitation, the path to the Cls
seems the most likely one given that fluorescence is experimentally known to
proceed with a quite low QY (107°),'! (i7) the photochromic species DS1 is
stable enough, and there is a physical property (the dipolar moment) able
to easily discriminate the two forms, and (ii7) light of a different wavelength

can reverse the whole process.

5.3.5 Perspective: electronic and dynamical treatment

of the non adiabatic processes

Previously, we have stated that there may exist a relationship between the
molecular structure of different chemical compounds and the characteriza-
tion of possible Cls present in these molecules. Hence, similar Cls exist for
BP(NH;), and BP(OH),. Even though it is clear that the excited systems
in BP(NHy), eventually undergo radiationless transitions to Sy through the
CI due to its very low mesured QY (107°),'®! it is not so clear why the same
does not apply to BP(OH), if a similar CI channel exists for that system.
This might be explained by dynamical effects. The fact that the CI is not in
the main route from reactants to products, and that there are other degrees
of freedom that can exchange energy with the reactant ones, might make
passage over the CI impossible in the BP(OH), case after the first products
of the double proton transfer have been formed. In order to ascertain the
truthfulness of this hypothesis, dynamical calculations are required.

In contrast to our precedent dynamical studies, the dynamics in these
bipyridyl derivatives involve double proton transfer and passage through a
CI. Hence, for a realistic treatment of the overall processes, it is necessary to

allow the independent motion of both protons and the correct representation
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Figure 5.24: Scheme describing the dynamical coordinates used, for the bipyridyl rings
(left) and the two protons (right). The two pydidyl rings are depicted by rectangular foils (P1
and P2) with a mark, which indicates the position of the donor atom. The motion of the two
pyridyl rings is constrained in three ways: (i) they can only rotate along the C—C axis, which
is completely contained in the z axis, (ii) the relative orientation of P1 and P2 with respect
to the z axis is determined by a single angle o, and (iii) their distance to the origin is also
described by a single coordinate Z,. In contrast, the motion of H; and Hs is free in the three
Euclidean dimensions.

of the branching space. These constraints demand many degrees of freedom,
at least the branching space and the position of each proton.

Given that the reactive process, with or without inclusion of transit
through the CI, is expected to occur in the sub-picosecond timescale, it is
reasonable to assume that the internal structure of the pyridyl rings is going
to remain essentially unaltered during the process. In such a case, it would
be acceptable to consider the molecule formed by two movable fragments (ex-
cluding the protons), each one completely rigid and representing a pyridyl
ring i.e. two rigid planar bodies. Accepting this, the basic system would
consist of two rigid bodies and two protons. Each proton can move freely,
but each pyridyl ring is restricted to rotate around and displace along one
defined axis.

The dynamical model which is derived from all the exposed assumptions,
and we propose for the dynamical study of the bipyridyl systems, is depicted
in Figure 5.24. All the explicit dynamical coordinates included in our model

are as follows:
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e 7, indicates the position of each pyridyl ring.

e « indicates the angle formed by each pyridyl ring with respect to the

1y axis.

e (z1,y1,21) and (x2, Y9, 22) indicate the positions of H; and Hs, respec-

tively.
e [ depicts the distance between the two pyridyl rings.
e ¢ depicts the opening angle between the two pyridyl rings

e p; and p, indicate the distance of H; and H, to the rotational axis,

respectively.

e v and 7, indicate the angle created by the line linking H;, and Hj,
respectively, to the rotational axis with the zy-plane (which bissects

the angle that the two pyridyl rings make).

Note that the p; and ~; coordinates can alternatively indicate the posi-
tion of the two protons as the set of coordinates (x;,y;, z;). Because of the
properties of the conical intersection it is clear that the degrees of freedom ¢
and R coincide with the ¢ and h vectors, respectively.

The explicit inclusion of a conical intersection makes the BO approxi-
mation meaningless in its vicinity, as we saw in the Introduction chapter.
Nevertheless, it is possible to eliminate the kinetic energy couplings between
electronic states by switching to the diabatic representation.” In the diabatic
picture, the kinetic energy operator is diagonal (thus eliminating the singu-
lar kinetic energy couplings) but the potential energy operator is instead a
full matrix, and hence an ansatz to obtain the potential energy off-diagonal
elements is necessary.

At the time of writing the present thesis, the deduction of the kinetic
energy operator is completed, and work is in progress addressed to the de-
velopment of mathematical functions describing the elements of the diabatic

potential energy operator. Detailed calculations have been done at CASSCF
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to pinpoint precisely the locations of the ClIs, and quantify the non adiabatic
couplings in collaboration with Prof. Josep M. Anglada and Josep M. Bofill.
The parametrization of all potential energy elements is carried out with a
large number of single-point TDDFT and CASSCF calculations.

We expect to carry out full MCTDH calculations, and to determine the
branching ratio between formation of the product of the double proton trans-
fer and transit through the CI for BP(OH), and BP(NH;)s, in this way

providing a quantitative explanation to the extreme differences in QY.



Conclusions

“It is a capital mistake to theorize before you have all the evi-

dence. It biases the judgment.”

Sir Arthur Conan Doyle, A Study in Scarlet (1888)
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During the course of these four years of research, that mostly culmi-
nate with the present thesis, we have pursued a dual goal: the study of the
chemical features of standalone and more complex ESIPT process from a
theoretical point of view, and the search and comparison of different the-
oretical methodologies in order to obtain the most accurate results in our
studies. Hence, the conclusions here collected, are presented from these two
perpectives.

On one hand, concerning the chemical features observed in our studies:

1. We have verified that the electronic energy profiles, corresponding to
the S; state, of all the studied systems present a barrierless or nearly
barrierless situation, which explains the very short proton transfer

times experimentally measured.

2. The ultrafast nature of the ESIPT process observed in SMA and HAN
has been verified to be the result of the enhancement of the acid and
basic characters of the donor and acceptor atoms, respectively, and the
loss of aromaticity of the reactant especies following photoexcitation.
These two factors eventually lead to the absence of energy barriers and

the inversion of the energetic profile between Sg and S;.

3. The electronic energy gain that follows the photoexcitation of the re-
actant especies activates many other internal modes apart from the
proton transfer coordinate. Some of these modes, such as the approach
of the donor and acceptor atoms, can facilitate the ESIPT process. We
have observed in every molecular system studied in this thesis, that
ESIPT proceeds before any other mode can assist the proton transfer,
as discussed for the SMA and HAN systems. Nevetheless, these modes
can become relevant if the transfer process is not so fast, as observed
in the deuterated case of SMA.

4. For those experimental works on which a very low quantum yield have
been reported, namely SA and BP(NHy),, our theoretical studies pre-

dict the presence of very efficient deactivation paths, in the form of
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conical intersections. Such competitive paths are energetically accessi-

ble from the Franck-Condon excitation point.

The exploration of the topology around the conical intersections located
in SA, allows us to tentatively ascribe the corresponding branching
spaces to the the stretching of the interring unsaturated bond, and the
twisting angle around that bond. These branching spaces are more

clearly depicted in Figure 5.8 (page 82).

Similar to the results obtained for SA, the branching spaces concern-
ing the conical intersections located in the bipyridyl systems seem to
correspond to the stretching of the interring bond distance, and the

interring twisting angle.

The two last conclusions concerning the branching spaces of SA and the
bipyridyl systems, allow to speculate on the possible relationship be-
tween molecular electronic structures and conical intersections. Accor-
ding to our results, molecules exhibiting reasonably similar molecular
geometries at conical intersections, may describe their corresponding

branching spaces with very similar molecular coordinates.

Our calculations predict that the three studied bipyridyl derivatives
undergo very different ESIPT processes after photoexcitation, even
though these compounds are isoelectronic and exhibit very similar po-
tential energy surgaces on the S; state. Hence, not necessarily a re-
lationship between the molecular structure of similar compounds and

their photochemistry exists.

According to our results, the very dissimilar measured quantum yields
of BP(NHs), in comparison with BP(OH),, is mainly attributed to
the endoergic nature of the ESIDPT process in the former, and the
presence of a conical intersection for both in the excited intermediate

region.
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10. In base to electronic calculations, bipyridyl derivatives can be consid-
ered as potential candidates for the design of optical devices as pho-
tomemories, given that the presence of a new series of stable compounds
beyond the CI region permits the exchange between two different molec-
ular geometries with different excitation wavelengths. Among the three
bipyridyl derivatives considered, BP(NH;), presents the optimal fea-

tures to become a photomemory device.

On the other hand, the use and comparison of different methods of cal-
culation, both for the electronic and dynamical points of view, lead us to the

following conclusions:

1. The quantum dynamical simulations perfomed on the SMA system,
based on a 3-D reduced dynamical model including the approach of
the donor and acceptor atoms, have showed a slightly activation of this
internal mode that has a minor contribution in the formation time of
the product. Thus, the use of 1-D reduced dynamical models (based
on collective coordinates) on barrierless or nearly barrierless ESIPT
processes, such as HAN, are simple and accurate enough to provide a

good description of the proton transfer process.

2. Proton transfer rates can be successfully obtained by monitorization
of the integral of the probability function at the reactants region over
time. In this fashion, proton transfer times of 11.0 fs and 25.5 fs have
been obtained for SMA and HAN, respectively, in good agreement with

the available experimental data.

3. Reduced dimensionality models do not include the full dynamical effects
due to degrees of freedom coupled to the proton transfer. For ultrafast
processes, only the initial stages of the propagation, those in which
coupled degrees of freedom have not yet been activated, are meaning-
ful. As observed in SMA and HAN, propagation of the dynamics to
longer times brings about unphysical recurrences as the model prevents

energy transfer to coupled modes.
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The electronic-structure study performed on the topology of the ES-
IPT process in SA, has shown that TDDFT and CASSCF/CASPT2
methods provide a high degree of agreement in the relative stability of
all the stationary points located in Sy, even though the former presents

slightly different energies than the latter.

The study of the SA system has also revealed that the monoreferential
TDDFT method is in reasonable good agreement with the multireferen-
tial method CASSCF when computing the energy of minimum energy
crossing points. However, TDDFT clearly fails when attempting to
describe the energy variation along the branching space of the conical

intersections in SA.

. The dynamical study of the ESIPT process in the SA system has been

performed by isolating the proton transfer from the competitive non
adiabatic path via conical intersection. Such separation is acceptable
as long as both processes are of ultrafast nature, and involve clearly
different degrees of freedom. However, this strategy does not provide

the branching ratio, only the times of each process.

The exploration of the ESIDPT process in the three bipyridyl systems
revealed that the TDDFT method fails in the description of localized
charge-transfer states. The adoption of a planar approximation on
the study of the double proton transfer reaction, which is validated
by its ultrafast nature, avoids the appearance of those charge-transfer
states. However, if a non planar arrangement of the system is required,
such as in the conical intersections located at the intermediates regions,
TDDEFT still provides accurate results if there is not a complete sepa-

ration of the molecular orbitals involved in the charge-transfer state.
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Electronic and quantum dynamical insight into the ultrafast proton transfer

of 1-hydroxy-2-acetonaphthone
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The ultrafast proton-transfer dynamics of 1-hydroxy-2-acetonaphthone has been theoretically
analyzed in the ground and first singlet excited electronic states by density functional theory
calculations and quantum dynamics. The potential energies obtained in the ground electronic state
reveal that the proton-transfer process does not lead to a stable keto tautomer unless the transfer of
the hydrogen from the enol form is accompanied by an internal rotation of the newly formed O-H
bond. Calculations in the first singlet excited electronic state point to a very low barrier for the
formation of the keto tautomer. The analysis of the calculated frequencies of the two tautomers in
the excited state unveils a coupling of the skeletal motions (low frequency modes) with the
proton-transfer process, as it has been stated from time-resolved experiments. The electronic
energies obtained by the time-dependent density functional theory formalism have been fitted to a
monodimensional potential energy surface in order to perform an exact quantum dynamics study of
the process. Our results show that the proton-transfer process is completed within 25.5 fs, in

remarkable good agreement with experiments. © 2007 American Institute of Physics.

[DOL: 10.1063/1.2756530]

I. INTRODUCTION

The study of photoinduced proton-transfer processes has
received considerable attention in the last few years. This is
so because the proton-transfer reactions play a fundamental
role in many chemical and biological processes such as acid-
base equilibria and energy transport in cells."” Given the
usually very fast nature of these processes, they can only be
followed by using femtochemistry techniques. From a theo-
retical point of view, proton-transfer processes are also spe-
cially suited for consideration as the relative low number of
atoms implied in the process allows for quite sophisticated
and accurate quantum-electronic calculations. Also the dy-
namics of the whole process can be followed using molecu-
lar dynamics techniques that would be too time consuming
were it not for the ultrafast nature of the process. The syn-
ergy between experimental and theoretical results has al-
lowed for quite important advancements in both sides, a
progress that has not reached the end yet.

Among the different proton-transfer processes, the study
of excited state intramolecular proton transfer (ESIPT) is
particulary attractive as these systems have a well defined
starting geometry and the time the transfer starts can be mea-
sured precisely so that in this case the comparison between
experimental and theoretical data is more direct. ESIPT usu-
ally occurs in molecules with intramolecular hydrogen bonds
and proceeds by excitation of the normal tautomer followed
by ultrafast hydrogen (or proton) transfer in an excited sin-
glet state (usually of 77" type). In many of the best
known molecular systems that follow this picture, the
hydrogen belonging to a hydroxyl group (enol tautomer)

YElectronic mail: mmf@qf.uab.es

0021-9606/2007/127(8)/084318/8/$23.00

127, 084318-1

transfersto a neighboring nitrogen atom (keto tautomer).
2-(2'-hydroxyphenyl) benzoxazole (HBO) and several of its
derivatives are the more extensively studied systems that be-
long to this category. For these systems it has been recently
shown that ESIPT proceeds in a ballistic way within 50 fs
and leads subsequently to a ringing of the molecule in sev-
eral normal modes of low frequf:ncy.’z’6 More recently the
same authors have reported a similar work on 1-hydroxy-2-
acetonaphtone (HAN).” In this case the hydrogen-donor and
acceptor atoms are both oxygens so that the reaction is al-
most symmetric, as seen in Scheme 1.

This recent femtochemistry study of HAN by Lochbrun-
ner et al.” is by no means the only work on this well studied
system nowadalys.g’14 In any case, the work by Lochbrunner
et al.” is the more precise one from the dynamic point of
view, as the results are obtained by transient absorption spec-
troscopy with a time resolution of 30 fs. From the previous
studies it was well known that the so-called enol structure is
the most stable tautomer in the ground electronic state (S).
Even if there were some controversy about the feasibility of
the ESIPT in HAN,'>'® it seems clear now that upon photo-
excitation to the first singlet excited state (S;), the system

l:r"' o 3 H“"
E&\F t*j.;"'ﬁ rm-r i j j Il"‘-.::'.h|
L5 5 Elin] tl-'ll.l‘"ﬂ ]

SCHEME 1. Molecular structures of enol (E) and keto (K*) tautomers of
1-hydroxy-2-acetonaphthone (HAN) at the S, state. The atom numbering
used in this work is also depicted.

© 2007 American Institute of Physics
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undergoes a proton-transfer process to the (more stable) keto
tautomer (K" in Scheme 1, note that an asterisk is used to
denote the excited electronic state). K” is responsible for the
fluorescence spectra of HAN, which exhibit a moderate
Stokes shift of only ~4000 cm™ (this value is usually larger
when ESIPT is present, this being the reason behind the
doubts on the actual photochemistry of HAN). The recent
work by Lochbrunner et al.” adds to this picture the dynam-
ics of the process. The delay of 30 fs measured for the fluo-
rescence band to appear (attributed to K*) indicates that this
is the time needed to transfer the proton. The rise is well
modeled by a step function so that the ESIPT can be consid-
ered a ballistic motion. The subsequent exponential transmis-
sion increase on a time scale of 150 fs is interpreted in terms
of intramolecular vibrational redistribution. The oscillatory
contributions to the coherent excitation of vibrational normal
modes in the keto form of the §; state, adopted by the mol-
ecule after ESIPT, make it possible to measure the modes
that are more directly coupled to the proton-transfer coordi-
nate. They are ascribed to motions that facilitate the transfer,
that is, modes where the two oxygen atoms come closer so
that the proton transfer may proceed without tunneling.

In this paper we undertake an affordable but complete
theoretical study of the proton-transfer reaction in Sy, the first
excited singlet electronic state of HAN. We will investigate
the features of the potential energy surface in S; using just
first-principles methods. These data will be used later on to
follow the dynamics of the photochemical process again, us-
ing a purely theoretical method that will permit to solve the
nuclear Schrodinger equation and thus follow the time evo-
lution of the system. In the end we will have a complete set
of results that will shed light on the actual dynamics of the
tautomerization reaction in HAN from a molecular point of
view. These results may also serve as a basis for similar
studies on a plethora of related systems that are known to
undergo ESIPT processes.

Il. METHOD OF CALCULATION
A. Electronic-structure calculations

We have used electronic density functional methods to
explore the topology of the ground (S,) and first 7" singlet
excited (S;) electronic states. Density functional theory
(DFT) and time-dependent DFT (Ref. 17) (TDDFT) optimi-
zations have been performed for the S, and S states, respec-
tively, with the three-parameter hybrid functional of Becke
with the correlation functional of Lee, Yang, and Parr
(B3LYP)."™" The TURBOMOLE program (version 5.4)**'
which implements analytical gradients at the TDDFT level,
has been used to perform the TDDFT calculations. For
minima in Sy, analytical vibrational frequencies have been
computed, whereas expensive numerical vibrational frequen-
cies have been calculated for energy minima in S;. Also, an
intrinsic reaction coordinate (IRC) calculation has been per-
fomed at the DFT level with the GAUSSIANO3 palckage.22 As
we stated in a previous work,23 the B3LYP functionals used
in the GAUSSIANO3 and TURBOMOLE packages differ very
little in the relative stability of the calculated points, which
implies a very little effect on our results. This small differ-
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ence comes from the use of a different form of the local
correlation functional: The GAUSSIANO3 package uses the
VWN(III) local correlation functional, whereas TURBOMOLE
uses VWN(V).?* For all optimizations, the 6-31G(d,p) (Ref.
25 and 26) basis set has been used throughout.

B. Molecular dynamics calculations

To determine the time scale of the photoinduced proton
transfer in the excited state a wave packet propagation has
been used. In order to simulate the experimental setup of this
experiment, an appropriate initial quantum state for the sys-
tem (|W)) is prepared through diagonalization of the matrix
representation of the Hamiltonian for the electronic ground
state, and selection of the lowest energy eigenvector. This
vibrational state of the electronic ground state is the initial
state of the dynamics. Next, this wave packet is placed in the
Franck-Condon region of §; to simulate the photoexcitation.
|W,) does not represent a stationary state in S}, and to deter-
mine the time evolution of this state the time-dependent
Schrodinger equation has to be solved,

in () = Al ), (M
dt

or equivalently, given that the Hamiltonian operator is not
time dependent,

[ (1)) = e ), 2
where
H=T+V(a). (3)

Here, q is a given set of coordinates to represent the system
and upon which the potential energy surface is defined.

Time evolution has been then carried out in a numeri-
cally exact manner. The matrix representation of the Hamil-
tonian operator in §; has been diagonalized to obtain the
energies ({Ef'},-=,,N) and eigenvectors ({|<pf‘)},-=,,N). If com-
pleteness is assumed for the set of states (in practice, N
— ), the following spectral representation of the time evo-
lution operator in §; can be accepted as exact:”’

N
—iHih S\ Bl S
¢ 'Hlm:E|<p,-'>e iE; r/i:<(P,_||_ (4)
i=1
Time evolution is obtained then in a straightforward manner
by computing the wave packet at different ¢ values with the
following equation, which gives directly the amplitude of the
wave function at time 7:
N

V(a0 = (aV0) = 3 (alef)e M W)

N
=3 gl@e G (5)

As will be described in the Results section, an isoinertial
monodimensional coordinate has been used for q to describe
the system. This choice renders the potential energy surfaces
and also all wave functions monodimensional.
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In the preceeding paragraphs, whenever a matrix repre-
sentation of an operator is needed the sync discrete variable
representation of Colbert and Miller has been used.” The
grid used to construct such matrix representations was of 50
points. This means that the value of N in the preceeding
equations is also 50. Convergence of the dynamical calcula-
tion was ascertained by changing the value of N and check-
ing that the results remained stable. As will be described, the
dynamics has been computed for 500 fs. All along this time
special attention has been devoted to the unitarity of the time
evolution operator in use. The norm of |¥(¢)) has been
mostly constant and equal to 1.000 00+0.000 05 throughout.
It is worth mentioning that the propagation is exact, and this
small deviation from unity is due to the fact that the spectral
expansion in Eq. (5) has been truncated to some finite value
of i (actually N=50).

lil. RESULTS AND DISCUSSION

As in the previous section we will divide the main re-
sults section into two parts, the first devoted to analyze the
purely electronic-structure calculations and a second one
where the previous electronic results are used to perform
nuclear dynamics simulations of the ESIPT process.

A. Electronic-structure calculation

The energy profile of the proton-transfer reaction in
HAN has been previously reported at different levels of
calculation.'®">'* Tn the most recent of such works, Organ-
ero et al.' located the stationary points (reactants, products,
and transition states) using the Hartree-Fock method in the
ground electronic state (S,) and the configuration interaction
singles method (CIS) in the first singlet excited electronic
state (). Energies in S, were recalculated at the Mgller-
Plesset perturbation theory up to second order. Our first task
in this paper has been the recalculation of the relevant geom-
etries using DFT formalism in S and the corresponding TD-
DFT method in §;. The stationary points in the S, state have
been localized by full minimization and characterized at the
DFT level of calculation, while only the zeroth-order station-
ary points in the S, state have been directly located at the
TDDEFT level. At present, to characterize stationary points in
the TDDFT schemel, numerical second derivatives must be
computed (due to the unavailability of analytic second de-
rivatives), which is a fairly expensive calculation. Instead,
relaxed potential energy profiles for both proton transfer and
acetyl rotation have been computed, using as a reaction co-
ordinate the distance between the O;;—H;s bond and the
C,—C,-C3-0,, diedral angle, (which is equivalent to the
rotation around the C,—C,3 bond) respectively. Results are
graphically depicted in Fig. 1

The energy profile in Sy is quite similar to the one pre-
viously obtained:' there is a considerable energy barrier for
the tautomerization (57.01 kcalmol™') and the whole
tautomerization  process is clearly endoergic by
20.92 keal mol='. It is to be noted that the direct keto tau-
tomer is not a true minimum in the potential energy surface
of Sy and that the located minimum corresponds, in fact, to a
rotamer (KR), where the carbonyl group has been rotated by
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FIG. 1. (Color online) Schematic energy profile including the involved
structures for proton transfer and twisting motion of HAN in both the S,
(lower half) and S, (upper half). Energies relative to E or E” are given in
kcal mol~!. We indicate in parentheses the angle of the acetyl rotation
around the C,—C,5 bond. Note that both KR" structures are displayed in a
different orientation to appreciate the twist of the C,—C;3 bond.

180°. Then both initial (enol, E) and final KR structures are
planar (except for the methyl group), but the transition state
has the carbonyl group almost perpendicular (86.8°) so that
the transition state corresponds, in fact, to a rotation of the
C,—C,; bond (atom numeration is indicated in Scheme 1)
once the proton has been transferred. In other words, the
reaction coordinate from E to KR includes both the proton
transfer and the internal rotation around the C,—C;; bond.
Given that the new O-H bond is already formed in the tran-
sition state (O—H distance=0.98 A) it is clear that the proton
transfer takes place before the rotation has been completed.
To confirm this assumption, the IRC path has been evaluated
from the transition state structure to the reactants in S, at the
DFT level. Results show a completely formed H;5—0O;, bond
even for small rotation values of the C,—C,3 bond (~15°).

Things are different in the first excited electronic state
S,. This state is of 77 type, as already observed in the
previous CIS calculations.'" Also, as it is usually seen for
aromatic systems that undergo ESIPT, the energy profile of
the tautomerization process is now slightly exoergic, as de-
picted in Fig. 1, and the energy barrier for the process is
quite small. At the level of calculation used here, the keto
tautomer K" lies just 0.52 kcal mol~! below the enol mini-
mum E”. The transition state linking both structures is also
quite low in energy as it rises only 0.27 kcal mol~! above E”
so that the tautomerization is now a quite feasible process,
specially taking into account that the excited state is accessed
upon irradiation so that the starting structure is not the enol
minimum E” but, according to the Franck-Condon principle,
the result of the vertical excitation from the ground-state
minima. This point lies 4.64 kcal mol™' above E” so that it
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lies well above the transition state and tautomerization may
occur as an over-the-barrier process in a very short (maybe a
few femtoseconds) time, as observed experimentally. This
point will be considered in more detail in the next subsec-
tion. The small potential energy barrier between the E* and
the K* structures and their similar energies also suggest that
an equilibrium between both species could be reached likely
in a short time. Evidences of such an equilibrium have been
found in several experimental works. 5!

This equilibrium may also affect the fluorescence spec-
trum of HAN. The very broad absorption bands observed in
the spectra of HAN in gas phase and apolar media
(350—400 nm)7'8 are well described within our theoretical
setup as the TDDFT calculation of the vertical excitation
(i.e., the excited state energy at the geometry of the mini-
mum in S, according to the Franck-Condon principle) gave
a value of 349 nm. As for the fluorescence band, it is also
very broad and experimentally found between 400 and
500 nm.”® Tt is usually fully ascribed to emission from the
keto tautomer formed after ESIPT, but if our theoretical cal-
culations are accurate it could well come from relaxations of
both E* and K", tautomers assuming that these structures are
at equilibrium. Our calculated vertical transitions for the re-
verse §;— S, transitions are 397 and 432 nm (for E* and K”,
respectively), slightly too low values but within the broad
experimental range. A point in favor of this interpretation is
the observation of two close maxima in the fluorescence
spectra (see Fig. 1 in Ref. 7) that could well appear as the
consequence of the overlap of two fluorescence bands.

The rest of the energy profile in S; depicted in the top of
Fig. 1 corresponds to the internal rotation around the C,-C 3
bond and presents two additional minima labeled KR in Fig.
1 as they are rotamers of the keto form. The planar (Cs)
rotamer that appears after a rotation of 180° (the rotational
angle along the C,-C;3 bond in degrees is indicated in pa-
rentheses for all the labeled structures in Fig. 1) is not a
minimum but a transition state structure linking two equiva-
lent nonplanar minima found at 166° and 194° (that is, 14°
away from the planar transition state in both directions). In
the previous CIS ca]culations,]4 these KR” structures were
the lowest lying ones in S, but now they are found at quite
high energy (11.10 kcal mol™" above E”) so that at our im-
proved level of calculation it is concluded that these struc-
tures cannot be accessed upon photoexcitation to S;. How-
ever, even if TDDFT calculations are usually giving quite
reliable energies for excited states, clearly more accurate
than the CIS ones, higher level (and thus more expensive)
calculations would be necessary to actually ascertain the
relative position of these rotamers with respect to the original
E" and K" tautomers and the role they might play in the
whole photochemistry of HAN."?® In any case, as already
pointed out by Lochbrunner et al.,’ the time scale of these
internal rotations will be too long to interfere with the dy-
namics of the ESIPT, the process we are going to analyze
using purely theoretical procedures in the next subsection.

As a final point of this static study of the different tau-
tomers of HAN, let us analyze the vibrational frequencies in
S;. This study is of relevance for the dynamics of the pro-
cess, as time-resolved transmission changes after electronic
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TABLE 1. Calculated frequencies (in cm™") for the different tautomers. Ob-
tained frequencies have been multiplied by a factor of 0.96. Numbers in
parentheses indicate the position of each frequency when ordered from
lower to higher values.

So S
Enol Keto rotamer Enol Keto
192 (5) 189 (5) 192 (5) 192 (5)
302 (8) 317 (8) 293 (8) 295 (8)
339 (9) 323 (9) 350 (9) 357 (9)
406 (10) 381 (10) 405 (11) 406 (11)
476 (13) 468 (14) 452 (13) 464 (13)
517 (14) 491 (15) 513 (16) 505 (16)
553 (15) 535 (16) 549 (17) 530 (17)
589 (18) 599 (18) 582 (18) 592 (18)
660 (19) 660 (20) 641 (20) 641 (20)
869 (27) 844 (26) 860 (27) 865 (27)

excitation of HAN show oscillatory contributions that are
attributed to normal modes that are coupled to the proton-
transfer coordinate. These modes are ascribed to motions that
affect the O-O distance (so that they facilitate the proton-
transfer). Lochbrunner et al.’ compare the vibrations ob-
tained through Fourier transformations of the oscillatory
time-resolved transmission with the calculated frequencies of
the enol form in S, (assuming that frequencies in the excited
S, state are about 10% lower than in the electronic ground
state). The TURBOMOLE program, used to perform the TD-
DFT calculations in S}, can be used to compute (through
numerical derivation of the first energy derivatives as ex-
plained before) the harmonic frequencies in an excited elec-
tronic state. Table I presents the results of some selected
modes. We do not give here the whole set of frequencies
(there are 66 normal modes in HAN), as in the previous work
by Lochbrunner et al.,” the full list of frequencies (with the
vibrational assignement for each mode) is already provided
for the ground-state enol tautomer. Instead, in Table I just the
frequencies that affect the atoms involved in the proton
transfer are posted (that is, frequencies that involve the mo-
tion of the O-H---O fragment). These frequencies are likely
candidates to be coupled with the proton-transfer reaction
coordinate so that their values and changes along the proton-
transfer reaction are relevant.

Results in Table I are not restricted to the excited S state
but the ground-state frequencies are also shown. These are
quite similar to the ones reported by Lochbrunner et al.” but
not identical, as the functionals used in the DFT calculations
are not identical. We have also included the frequencies of
the two tautomers (of course for the gound state the keto
results actually correspond to the rotameric KR structure). As
previously suggested,” the harmonic B3LYP[6-31G(d,p)]
frequencies are multiplied by a factor of 0.96 to obtain more
accurate values when comparing to spectroscopical data.

It is noteworthy that the list of frequencies in Table I is
larger than the number of frequencies originally considered
by Lochbrunner et al” as the ones most directly coupled to
the proton-transfer coordinate: only four frequencies are ana-
lyzed in that work, whereas we have considered ten in Table
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FIG. 2. Potential energy profiles (in
kcal mol™!) as a function of the donor
O-H distance (in A, left) and the col-
lective isoinertial coordinate s (in
amu'? A, right) for the ground elec-
tronic state (bottom) and first excited
singlet state (top). Energy origin is the
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I. In fact, from the time-resolved experiments, just three fre-
quencies are revealed to be involved in the oscillatory trans-
mission change. These frequencies amount to 280, 312, and
368 cm™!, and they should be assigned to specific frequen-
cies of the keto form in the S; state. The closest values to
these in Table I are found at 295, 357, and 406 cm™' so that
these frequencies ought to be taken as the ones most directly
coupled to the proton-transfer coordinate. In fact, the two
higher ones correspond to modes, where motion indicates a
clear approximation of the two oxygen atoms. In the other
mode, at 295 cm™', this motion is much more tenuous
(though present). In fact, there are other modes with a more
relevant motion along the O—O coordinate, mainly the ones
with frequencies of 192, 530, and 592 cm™!.

Comparison of Sy and §; frequencies does not disclose
any important difference within the values posted in Table I,
though some changes in the total ordering are seen. A com-
parison of the enol and keto frequencies shows also minor
numerical differences, in no case larger than 30 cm™'. Of
course, this fact applies basically to the purely skeletal
modes such as the ones reported in Table I. Larger differ-
ences affect vibrations that involve the motion of the trans-
ferring hydrogen and the surrounding atoms.

B. Molecular dynamics calculations

In the preceeding section it has been discussed that the
ESIPT in S corresponds to a process with small barrier and
slightly exoergic. Because of excess energy after photoexci-
tation, this probably means that the proton will indeed move
very fast. Experimentally a value of 30 fs has been measured
as the delay in the appearance of the fluorescence band that
is attributed to the K species and in turn identified with the
time taken by the proton to transfer. In the current section we
will develop a simple yet sufficient model based on quantum
dynamics that will allow us to derive a value for the proton-
transfer time, purely on theoretical grounds.

| potential energy minimum in Sy. Ori-
gin of the isoinertial coordinate s is the
relaxed structure within each state for
which the donor O-H distance is
1.0 A.

o 0B 12 1E
ol ama'Th

To do quantum dynamics, it is necessary to have some
kind of estimate of the potential energy surface of the elec-
tronic state involved. While the real chemical process—
proton transfer—is acknowledged to be multidimensional
(i.e., to involve many degrees of freedom of the molecular
system), it is also true that the proton transfer at hand has
been described as ultrafast and hence will consist mostly of
proton motion and maybe a certain degree of donor-acceptor
atom motion, while the rest of the molecular skeleton re-
mains unmodified for times substantially longer than that of
the proton transfer itself.

With these considerations in mind, a monodimensional
(1D) approach has been used that represents appropriately
the main characteristics of the process. First, relaxed poten-
tial energy profiles for both S, and §; have been constructed
by means of constrained energy minimization at different
values of the donor O-H distances, spanning the complete
range from reactants to products of the proton transfer. Later
on, the potential energy values thus obtained are referenced
to each other within an isoinertial coordinate system s. In this
system, the value s=0 has been assigned to the geometries
where the donor O-H distance matches that of the potential
energy minimum in S, (1.0 A). The rest of the geometries
are assigned s values that represent the distance in isoinertial
units to the point preceeding each of them in terms of the
donor O-H distance. Operating in this way, the s value of a
structure represents the arc-length distance in configurational
space and mass-weighted units of such structure to that
which is closest to the minimum in S, It is natural to assume
that changes in the value of s between any two different
structures are due to motion of the transferring proton, but
because the potential energy profile has been obtained
through constrained minimization of all geometrical param-
eters except the donor O-H distance, all atoms have moved
and thus their motion is at least partially present in s. Equiva-
lent approaches have been previously used with success in
simplified dynamical studies.*" Figure 2 shows the poten-
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tial energy profiles as a function of the donor O-H distance
and of the s isoinertial coordinate. As defined, values of s
close to zero are indicative of structures very similar to the
reactant (that is, enol), whereas large and positive values of s
represent structures similar to the proton-transfer product
(keto structures).

Now a quantum dynamics study is possible since the
potential energy field acting on the nuclei is known. As ex-
plained in the Computational Details section Eq. (5), an ana-
lytic spectral expansion of the time evolution operator in
terms of the vibrational eigenstates of S; has been used. The
dynamical study proceeds by simulating the experimental
process as follows. The ground vibrational state of S, in
terms of s is taken as the initial state of the system after
photoexcitation, which simply is represented by placing this
state in the §; state. This ground vibrational state is deter-
mined by selecting the eigenvector associated with the small-
est eigenvalue of the matrix representation of the S, Hamil-
tonian

. h?

H%=- 3% + V50(s), (6)
where V% corresponds to the potential energy surface of the
ground electronic state. Note that the usual m~' dependence
in the kinetic term is actually included in the s definition.
Figure 3 displays the probability density function derived
from this initial state. As can be seen, it is markedly localized
in the reactants’ area as it befits the shape of the potential
energy function for S.

After |[Wy) is determined, the photoexcitation process is
simulated by promoting this state to S;. This is possible and
meaningful because the choice of s=0 is the same for S, and
S, corresponding to two structures where the donor O-H
distance is the same (1.0 A); even though for values of s far
from zero, it is true that both monodimensional paths could
visit areas of configurational space that would be increas-
ingly different. While |W,) is a stationary state of Sy, it is not
a stationary state of §; and its time evolution can be easily
determined by using Eq. (5). To do this, the vibrational
eigenstates of §; are needed. These can be readily obtained
through diagonalization of the matrix representation of the
Hamiltonian of S, an equation analogous to Eq. (6). The
densities for the first three states of the complete series of 50
vibrational states are depicted in Fig. 3. It is worth noting
that increasingly more energetic states display more pro-
nounced amplitudes toward shorter values of s, that is, “re-
actantlike” structures. The highest vibrational state depicted
in Fig. 3 (v=2) shows an almost regular distribution along
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FIG. 3. Probability density functions

of the ground vibrational state of S,

+ (left) and of the first few vibrational
states in S; (right). The y-axis scale
refers to the energy values only. Prob-

{ ability density functions are repre-
sented in arbitrary units but at the
same scale.
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all the accessible values of s. The same behavior is found for
the rest of the calculated vibrational states (v >2), which are
analogous to the well known results of the particle-in-a-box
system. Of course this just indicates that the higher energy
levels do not see the small variations of the potential energy
in the region between the two minima and just feel the sud-
den energy raise at the extreme values of the coordinate s.

The excited state dynamics have been followed for up to
500 fs for convenience. The main result of the dynamical
study is the time it takes to transfer the proton to the prod-
ucts’ side of the potential energy profile. To this end, the
survival probability is defined as the fraction of the probabil-
ity density function that remains still in the reactants’ region
at a given time,

P() = J " asls 0P, (7)

s

where 5" =0.54 amu'? A is the value of s at the saddle point
in the potential energy profile for Sy, taken here as the border
between reactants and products. Figure 4 displays the time
evolution of the survival probability. Thus, a value of P(r)
=0 indicates that upon chemical measurement 100% of the
systems would be found to be product (keto) structures at
time ¢, whereas a value of P(r)=1 would indicate that upon
measurements all systems would be found to be reactants.
Analysis of Fig. 4 reveals a periodic transfer of the sys-
tem from reactants to products with a period of approxi-
mately 100 fs. If one assumes that the time needed to bring
P(1) to a value of 0.5 is representative of the time measured
experimentally as that of the proton transfer, then in view of
our results this is predicted to be ~25.5 fs, remarkably close
to the value experimentally reported. In fact, values under

FIG. 4. Survival probability of the reactant species E* in S, after
photoexcitation.
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50 fs have also been found theoretically for other systems,
where the proton transferred along purely downhill potential
energy proﬁles.23

It is worth remarking that the resonant features in the
survival probability depicted in Fig. 4 are unlikely to be
found in experimental measures. At large ¢ values, the real
system would have activated other vibrational degrees of
freedom of the molecule (vibrations), perhaps after a few
recurrences of the wave packet. As such, the energy content
of the degrees of freedom that corresponds to the proton
motion would be certainly lower than at the beginning of the
experiment and, as a result, the system is likely to stabilize in
product form. In our simple theoretical model this is not
possible, simply because these coupled vibrations are not
there. Thus, the model system is forced to return to reactants
in a periodic manner. Consequently, the information in Fig. 4
will diverge increasingly from experimental measurements at
large values of time.

As mentioned before, from the experimental standpoint,
it has been suggested that the E* and K" forms are in equi-
librium during the experimental measurement time. This pos-
tulated equilibrium cannot be observed as such from our
simulations, that is, a time independent state achieved as ¢
— 0. The reason for this is that our model is monodimen-
sional and closed. Our dynamical simulation shows that the
smallest value of P(z) is reached in about 46 fs (that being
0.18 approximately, or 82% keto form). From then on the
wave packet bounces back and interferences between in-
bound and outbound waves are observed. This behavior is
better described as a resonance between the excited keto and
enol forms, with a period 7~ 110 fs, similar to what is ob-
served in a Rabi oscillation.™ However, in absolute terms,
our simulation predicts that such an equilibrium, as has been
postulated experimentally, would establish itself very fast, at
any rate within at most very few hundreds of femtoseconds,
given that an almost complete conversion of the E” into K"
takes place, during the first oscillation, within 50 fs. Thus the
experimental suggestion of an equilibrium in S, between E*
and K" can be considered, as validated by dynamical simu-
lations.

IV. CONCLUSIONS

In this paper we have completed a quite comprehensive
theoretical study of the proton transfer in the ground (S,) and
first singlet excited (S,) electronic states of HAN. Our
quantum-electronic calculations at the DFT level for S, and
the equivalent TDDFT level for §; have revealed that the
proton transfer in Sy does not lead to a stable tautomer unless
the transfer of the hydrogen is accompanied by an internal
rotation of the newly formed O-H bond. In any case, the
very high energy barrier calculated for this process will pre-
vent the reaction in S, from taking place.

Things are different in S; as the calculations there point
to the keto tautomer as the more stable species. The energy
barrier for the ESIPT is also quite low, well below the energy
of the vertical transition from the minimum of S, so that
ESIPT in HAN may be an ultrafast process, as pointed out by
Lochbrunner et al. in a recent experimental work.” Analysis
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of the calculated frequencies of the two tautomers in §; has
also been done in order to characterize the skeletal motions
(low frequency modes) that are most likely coupled to the
ESIPT process. These modes should have an important com-
ponent corresponding to the internal motion of the O-H:--O
fragment, and our analysis reveals the presence of ten fre-
quencies in the range of 200—900 cm™ that may be involved
in such a coupling. In fact, from time-resolved experiments,
three frequencies within this range are identified as respon-
sible for the oscillatory transmission change after photoexci-
tation of HAN measured by Lochbrunner er al.

The electronic calculations in S; have been used to fit a
1D potential energy surface for the ESIPT. This potential
energy surface is necessary to perform a quantum dynamics
study of the process. This allows for a crude estimation of
the time needed for the proton to move from the enol struc-
ture at the geometry of the minimum energy in S, up to the
more stable (in §;) keto tautomer. Our 1D dynamic method is
exact (except for very minor numerical errors that have been
minimized) and shows that the ESTPT involves a very fast
motion and is completed within 25.5 fs, in remarkable good
agreement with the experimental result of 30 fs. After that
time, our dynamics shows a periodic behavior of the survival
probability so that the proton oscillates between the two,
almost degenerated, keto and enol minima. This behavior is
not likely to be found in experimental measures, as the vi-
brational degrees of freedom coupled to the proton motion
will progressively take away the initial energy of the proton
motion. Instead, the actual process in HAN will probably
lead to an equilibrium between both tautomers in S.

Our global results are probably to be applied to other
systems for which a very fast proton transfer in the 7z
excited state is found. These include the HBO already cited
in the Introduction®™® and closely related molecules.™ Elec-
tronic calculations have also disclosed a similar energy pro-
file in the 77" excited state of other systems.*> In all these
cases the very low (or inexistent) energy barrier and similar
energies of both tautomers point to an ESIPT that would
probably proceed in a balistic way.
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The proton-transfer dynamics in the aromatic Schiff base salicylidene methylamine has been theoretically
analyzed in the ground and first singlet (77,7r*) excited electronic states by density functional theory calculations
and quantum wave-packet dynamics. The potential energies obtained through electronic calculations that use
the time-dependent density functional theory formalism, which predict a barrierless excited-state intramolecular
proton transfer, are fitted to a reduced three-dimensional potential energy surface. The time evolution in this
surface is solved by means of the multiconfiguration time-dependent Hartree algorithm applied to solve the
time-dependent Schrodinger equation. It is shown that the excited-state proton transfer occurs within 11 fs
for hydrogen and 25 fs for deuterium, so that a large kinetic isotope effect is predicted. These results are
compared to those of the only previous theoretical work published on this system [Zgierski, M. Z.; Grabowska,
A. J. Chem. Phys. 2000, 113, 7845], reporting a configuration interaction singles barrier of 1.6 kcal mol™!
and time reactions of 30 and 115 fs for the hydrogen and deuterium transfers, respectively, evaluated with

the semiclassical instanton approach.

1. Introduction

Photochromism in organic molecules!™ has been the target
of many studies, both from the experimental and theoretical
points of view.*~7 Photochromism is well-known to be among
the fastest chemical reactions occurring in nature, and includes
processes such as cis—trans isomerization, photochemical ring-
closure—ring-opening reactions, or excited-state intramolecular
proton transfer (ESIPT).

A very special interest has been placed on aromatic molecules,
and more concretely on the family of the aromatic Schiff bases.®
These compounds comprise a wide range of structures, including
one or two proton-transfer centers involving functional groups
with opposite pK, tendencies (e.g., OH and imine), which can
lead to single or double ESIPT processes. This large variety of
possible structures has attracted much attention over the past
years, and examples such as salicylideneaniline (SA) or N,N'-
bis(salicylidene)-p-phenylenediamine (BSP) have been thor-
oughly studied.”~'* The structures of these molecules are
depicted in Figure 1.

It is agreed that the photoexcitation of these compounds,
which has mainly been characterized as a HOMO—LUMO (&
— mr*) transition, is followed by an ultrafast proton transfer
along the intramolecular hydrogen bond of the o-hydroxyl group
to the imine nitrogen to give the cis-keto tautomer within a few
femtoseconds. The (7,7*) singlet state of the cis-keto form
undergoes subsequent isomerization to a trans-keto form as the
final photoproduct. In addition, the excited cis-keto form can
also return back again to the ground state by either a thermal
or a photochemical process, completing the reversible cycle.
The reversible nature of this process has great importance in
technological applications in devices such as rewritable molec-
ular memories and switches.>~2° However, facts such as the

* Corresponding author. E-mail: ricard.gelabert@uab.es.
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Figure 1. Structures of some relevant photochromic Schiff bases:
SMA, SA, and BSP.

existence of many isomeric structures and the possibility of
conical intersections before and after the proton transfer make
this mechanism still ambiguous and controversial, especially
the depopulation processes following the ESIPT.

As a complement to the modern ultrafast experimental
techniques such as time-resolved laser spectroscopy, which is
very helpful in the study of photochromic processes,?! theoretical
studies are a powerful and valuable tool in the analysis of these
processes. The availability of advanced theoretical methods
allows one to deal with many-atom systems with good accuracy
and reasonable cost. However, the necessity to begin with
smaller systems in order to better understand the complexity of
larger systems, for example, SA or BSP, is still present. The
simplest aromatic Schiff base that presents photochromic
properties is the salicylidene methylamine (SMA), also depicted
in Figure 1.

Despite its simple molecular structure, very little has been
published about the properties and behavior of SMA. The
synthesis,?? a study of the enol-keto equilibrium as a function
of temperature in a protic solvent (methanol) performed by
electronic absorption and Raman spectroscopy,?® and complete
spectral data on SMA involving the transient absorption spectra®*
have been reported. From the latter work, the absorption

10.1021/jp0604600 CCC: $33.50 © 2006 American Chemical Society
Published on Web 03/23/2006
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maximum energy of SMA has been measured to be around
32000 cm™!, which is, up to now (to our knowledge) one of
the few direct experimental measurements we can compare our
theoretical results to.

On the other hand, just one theoretical study, by Zgierski
and Grabowska,? has been reported for SMA. In that work, an
exploration of the ground and first singlet excited electronic
states was performed at the HF/6-31G(d) and CIS/6-31G(d)
levels of theory, respectively, in addition to some complemen-
tary calculations carried out with the TDDFT/B3LYP/
6-31G(d) and semiempirical CNDO/S+CISD methods. Accord-
ing to their results, five energy minima corresponding to the
enol, cis-keto, and three trans-keto tautomers were located. A
small energy barrier for the ESIPT was calculated on the first
singlet excited electronic state of 1.62 kcal mol™'. Also, dynami-
cal calculations were performed applying the semiclassic instan-
ton approach,? with the use of the geometries and force field
of the stationary points located in the first singlet excited state.
Their results predicted that the proton-transfer reaction would
take place within 30 fs for hydrogen and 115 fs for deuterium.

Nevertheless, it should be remembered that the configuration
interaction singles (CIS) level tends to exaggerate the excitation
and barrier energies for the ESIPT.?”?® On the other hand,
dynamical calculations with the energy origin placed in the
energy minima rather than in the vertical excitation energies
tend to increase the time scale of the processes. For these
reasons, in the present work, we want to focus on the ESIPT
reaction of SMA from the theoretical point of view, first
applying more accurate quantum electronic methods to study
the topology of the ground and first singlet excited electronic
states, and then using these results to carry out quantum
dynamical calculations, starting from the vertical excitation
energies, to determine the time scale of proton transfer in the
first singlet excited electronic state.

2. Computational Details

Two different sets of calculations were necessary to study
the dynamics of the ESIPT in SMA. First, electronic-structure
calculations have been used to explore the topology of the
ground (Sp) and first A" (;r,7*) singlet excited (S) electronic
states. Second, dynamical calculations have been performed on
the S and S; potential energy surfaces to quantify the time scales
of the process. The details of both sets of calculations follow.

2.1. Electronic-Structure Calculations. Two different elec-
tronic methodologies were employed in order to perform the
exploration of the Sy and S; states. First, optimizations with
Hartree—Fock (HF) for Sy and CIS? for S; were performed
with the Gaussian 03 program,** mainly to compare the results
to those previously published. Second, density functional theory
(DFT) and time-dependent DFT (TD-DFT)3! optimizations were
performed for the Sp and S; states, respectively. The three-
parameter hybrid functional of Becke with the correlation
functional of Lee, Yang, and Parr (B3LYP)?>* was chosen.
Since the Gaussian suite of programs does not allow one to
perform optimizations in the TD-DFT scheme, we made use of
the TURBOMOLE program (version 5.6)*3 for such calcula-
tions. Complementary calculations with the complete active
space self-consistent field (CASSCF) method*® and the CASSCF
at the second-order perturbation theory (CASPT2) energy point
calculations, both with an active space of 12 electrons and
10 molecular orbitals of A” symmetry, including all the &
system, were carried out with the MOLCAS program (version
6.2)% to evaluate vertical excitation energies. For all cases, the
6-31G(d,p)*>* basis set was used.

Ortiz-Sanchez et al.

The calculations necessary for building the potential energy
surfaces for the Sp and S electronic states used in the dynamical
simulations were performed with the Gaussian 03 program, as
we verified that the results produced by the B3LYP functionals
used in the Gaussian and TURBOMOLE packages differ by
up to 0.04 kcal mol~! in the relative stability of the stationary
points we calculated. This small difference comes from the use
of a different form of the local correlation functional. The
Gaussian package uses the VWN(III) local correlation func-
tional, whereas TURBOMOLE uses VWN(V).40

2.2, Nuclear Quantum Dynamical Calculations. Quantum
dynamical calculations were carried out by means of wave-
packet propagation on a three-dimensional reduced model of
the Sp and S potential energy hypersurfaces. A time-dependent
self-consistent field approximation was adopted.*! In particular,
the Heidelberg multiconfiguration time-dependent Hartree pack-
age (MCTDH)*? was used. Recently, this method has success-
fully been applied in different aspects of multidimensional
intramolecular proton-transfer systems.*™*> A brief description
of the method is presented here.

The MCTDH method is a general algorithm to solve the time-
dependent Schrodinger equation. The MCTDH wave function
is expanded in a sum of the products of so-called single-particle
functions (SPFs). The SPFs ¢(q,t) may be one- or multidimen-
sional functions, and, in this case, the coordinate q is a collective
function, q = (O, ..., Q). Because the SPFs are time-dependent,
they follow the wave packet, and often a rather small number
of SPFs suffices for convergence.

The ansatz for the MCTDH wave function reads

W@, ..., Qf- H=Wg, .. 9 =
moon,

,
YooY [ Tea.n o
k=1

Ji Jp

where f denotes the number of degrees of freedom, and p is the
number of MCTDH particles, also called the combined modes.
There are n, SPFs for the «th particle. The equations of motion
for the coefficient vector A and for the SPFs are derived from
a variational principle. It is important to note that MCTDH uses,
in a variational sense, optimal SPFs, as this ensures the fastest
convergence. The equations of motion are complicated, but
because there are comparatively few equations to be solved,
the MCTDH method can be very efficient.

The solution of the equations of motion requires that one
builds the mean fields at every time step. The development of
the constant mean-field integrator has reduced the number of
mean-field evaluations by typically a factor of 10, but a fast
evaluation of the mean fields is still essential. Such a fast
algorithm exists if the Hamiltonian can be written as a sum of
the products of monoparticle operators:

H= ic,ﬁizi“ )
=1 k=1
(k)

where ﬁr operates on the kth particle only, and ¢, represents
numbers. The Hamiltonian for this work will be designed to fit
to this product form.

3. Results and Discussion

3.1. Electronic-Structure Calculations. 3.1.1. Ground Elec-
tronic State. The exploration of the electronic ground state led
to the optimization of five minima at all levels of calculation.
These structures, which were previously characterized at the
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Figure 2. Optimized geometrical structures of the tautomers of the SMA molecule: (1) enol, (2) cis-keto, (3) trans-keto a, (4) trans-keto b, and
(5) trans-keto ¢. Some distances in A at the So(S;) states are given for the DEFT(TD-DFT) levels. Thebvalues for the excited enol form were obtained

after optimization of the ground electronic state enol geometry fixing the O—H distance at 0.999 A.

TABLE 1: Ground Electronic State Relative Potential
Energies (kcal mol™!) of the Five Different Tautomers of
the SMA and of the Transition State for the Proton
Transfer (TS)

TABLE 2: Calculated Vertical Excitation Energies (cm™') of
the Optimized Enol Tautomer of SMA from the Ground
Electronic State to the First (z,7*) Singlet Excited
Electronic State

structure HF DFT
enol 0 0
cis-keto 8.40 5.00
trans-keto a 21.15 19.12
trans-keto b 18.32 18.49
trans-keto ¢ 15.67 16.18
TS (enol — cis-keto) 14.81 5.90

HF/6-31G(d) level by Zgierski and Grabowska, are (in the same
nomenclature employed in ref 25) the enol, the cis-keto and
the three trans-keto (a, b, and c) tautomers (Figure 2).

Table 1 shows the relative potential energies of all optimized
structures referred to the enol form (in kcal mol~"). It is observed
that the proton transfer in Sy is an endoergic process at both
levels of calculations.

Results obtained at the HF level agree with those previously
published by Zgierski and Grabowska? with just small differ-
ences due to the slightly different basis set used. Of the five
minima located, only the trans-keto a form does not possess a
symmetry plane. The transition-state geometry of the proton
transfer between the enol and the cis-keto forms was also located
and characterized with an imaginary frequency of 1641i cm™!,
leading to an energy barrier of 14.81 kcal mol™!.

DFT calculations agree with the HF results in assigning the
relative stability of the five isomers of the SMA. A transition-
state structure was also found with an imaginary frequency of
951i cm™!, leading to a energy barrier of 5.90 kcal mol~!. This
value is not as high as the one calculated for the HF level of
theory. In any case, the reverse energy barrier lays only 0.90
kcal mol™! above the cis-keto minimum, which could hardly
prevent the cis-keto form from reverting to the enol.

According to all these results, the net proton-transfer reaction
cannot take place in the S state.

3.1.2. First Singlet Excited Electronic State. As previously
stated, one of the few experimental measurements published
for the SMA in the S; state is the energy of the absorption
maximum. We theoretically evaluated this energy at the different
methods of calculation with single-point excitation calculations
from the optimized enol structure in So. The results are displayed
and compared to the experimental data in Table 2. As we have
previously mentioned, CIS exaggerates the excitation energy.
It can be seen that CASSCF and CASPT2 make a better

CIS 45278
CASSCF 33940
CASPT2 35346
TD-DFT 32796

experimental value (ref 24) ~32 000
TABLE 3: First Singlet Electronic State Relative Potential
Energies (kcal mol™') of the Five Different Tautomers of the
SMA and of the Transition State for the Proton Transfer
(TS)

structure CIS TD-DFT
enol 16.14
cis-keto 0 0
trans-keto a 9.28 5.09
trans-keto b 6.24 2.97
trans-keto ¢ 292 —0.44

TS (enol — cis-keto) 17.32
prediction, whereas TD-DFT is closest to the experimental
result.

In Table 3, the relative stabilities of all the optimized
structures in the S; potential surface related to the cis-keto form
(in kcal mol™!) is presented. In contrast to what has been
observed in the exploration of the Sy state, the proton transfer
becomes exoergic, and the energy barrier decreases substantially
in the S state. The cis-keto tautomer becomes more stable than
the enol form in both cases. At the TD-DFT level, the enol
form could not even be located as a stable minimum, and the
trans-keto ¢ tautomer becomes the most stable structure at the
TD-DFT level.

CIS calculations practically coincide with the data published
by Zgierski and Grabowska.?> We can observe that the proton-
transfer reaction becomes largely exoergic, and that there is an
important decrease in the energy barrier in comparison with
the So state, which is a first indication of the existence of an
ESIPT.

TD-DFT results are quite different in the exploration of the
S state in comparison with the DFT exploration of Sy. All the
attempts failed to locate a TD-DFT minimum in the enol region.
This suggests a barrierless ESIPT process, which involves the
absence of a transition-state structure. A set of relaxed reaction
coordinate calculations was carried out varying the O—H
distance and allowing the rest of the geometry to relax and attain
minimum energy. The reaction profile obtained, depicted in
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Figure 3. TD-DFT proton-transfer reaction profile relaxed along the
O—H distance for the first (;7,77%) singlet excited electronic state. Energy
origin is the energy of the DFT-optimized enol form in So.

Figure 3, confirms that the ESIPT is indeed barrierless at this
level of theory.

Figure 2 also depicts the values for some relevant interatomic
distances in all forms of the SMA at the DFT and TD-DFT
levels. It is worth noting that the enol—cis-keto proton transfer
in Sp involves a substantial energy barrier because of the loss
of aromaticity along the process. This effect is notably weaker
in S; because the enol form has already lost a certain aromatic
character in the excitation process. In effect, in the excited form
of the enol tautomer, the C—C distances in the six-member ring
present quite disparate values (the difference between the longest
and shortest distances is equal to 0.067 A), in comparison with
So (where this difference equals 0.035 ;\), indicating a loss of
aromaticity, which favors the ESIPT reaction.

As a conclusion of this electronic study of SMA, we believe
that the DFT/TD-DFT methods provide, with a not-too-high
cost of calculation, reasonably accurate results for the SMA
system that are in good agreement with the experimental data
published. Furthermore, it is accepted that the DFT/TD-DFT
levels provide a good description for the excitation energy of
valence excited (7r,77*) states.*® This encouraged us to use this
level of calculation in the building up of the Sy and S; potential
energy surfaces needed in our quantum dynamical calculations.

3.2. Nuclear Quantum Dynamical Calculations. To our
knowledge, the dynamical study previously published for the
ESIPT in SMA?» was carried out with the approximate
semiclassical instanton approach on CIS-quality electronic
structure data. Because our results applying the DFT/TD-DFT
methodology show us that the proton transfer is actually a
barrierless process in S;, we concluded that a quantum dynamics
simulation with the energy origin at the vertical excitation would
be more suitable for this system.

However, before studying any molecular system from the
dynamical point of view, it is necessary to describe it properly
by choosing a set of coordinates adapted to the physical
representation of the reaction. This choice is a very important
step in the dynamical study of any system because it will define
the form of the molecular Hamiltonian operator.

Rigorous quantum dynamical study of a molecular system is
a daunting task, even for small systems. In the time-dependent
picture, part of the problem lies within the implicit difficulty in
propagating a highly dimensional wave packet representing the
state of the system. Highly efficient wave-packet propagation
algorithms such as MCTDH* have eased this task, which, even
though still far from being routine work, is now possible for
systems of moderate size. A very serious limitation of this kind
of study, however, resides in the adequate representation of the

Ortiz-Sanchez et al.

Figure 4. Definition of the three-dimensional set of coordinates model
for the proton-transfer reaction in SMA.

potential energy surface, which conditions the time evolution
of the system.

Before starting the dynamical study of the intramolecular
proton transfer in the excited state for SMA, it is worth
remembering that the amount of experimental data about the
subject is exiguous, which will hinder proper comparison of
theoretical predictions and experimental findings. Previous
studies have relied on the existence of a potential energy barrier
in S, which does not seem to exist. Accordingly, the purpose
of the dynamical simulation will be to establish a reasonable
value for the rate of the process through the use of a reasonably
accurate quantum dynamical simulation carried out on a portion
of the potential energy surface relevant to the process computed
at an appropriate level of computation. To this end, we will
apply several approximations that will render the system in a
simple enough form but allow meaningful results to be obtained.

In what follows, we describe the model we used for the
dynamical simulation of the ESIPT in SMA. It seems to be a
reasonable assumption to restrict the motion of the proton to
the molecular plane, which also contains the donor and acceptor
atoms. As dynamical coordinates to represent the system, we
chose a set of three internal coordinates relevant for the
intramolecular proton transfer: (i) the distance between the
oxygen and nitrogen atoms (R), (ii) the distance between the
position of the hydrogen atom and the mediatrix of the O—N
segment (r), and (iii) the distance between the position of the
hydrogen atom and the straight line linking the donor and
acceptor atoms at any time (p). It has been known for a time
that, besides the position of the transferring proton, the distance
between the donor and acceptor atoms is of great importance
and thus should be included in the simulation.*’¥ It must be
noted that, within our description, the values of r < 0.0 A
determine the reactant region, while values of r > 0 ap-
proximately correspond to the product region. This set of
coordinates is centered in the proton transfer region of the
molecule, as graphically depicted in Figure 4.

Next, tl}e potential energy surfaces for the Sp and S states in
the form V(R,r,p) are needed. To obtain these, a simple structure
generator program was coded, which generates a structure from
a set of values R, r, and p as follows: We divide the SMA
molecule into four fragments: the aromatic ring and the ancillary
C—H atoms (fragment 1), the oxygen atom (fragment 2), the
N—CHj; group (fragment 3), and the proton (fragment 4). Taking
as a starting point the structure of the potential energy minimum
in So of SMA, the program moves fragments 2 and 3 apart to
a distance value R. In doing so, the internal structure of all
fragments is kept rigid, and both the N—CHj3 group and the O
atom are moved apart proportionally to the inverse ratio of their
masses while the ring remains static. This choice brings about
configurations that are chemically more acceptable than, for
instance, keeping the oxygen atom statically bound to the ring
and placing the changes in R on the displacement of fragment
3 alone. The proton is finally placed according to the values of
r and p, and a point energy calculation is performed for this
structure at the DFT and TD-DFT levels for Sy and Sj,
respectively, with the B3LYP functional and the 6-31G(d,p)
basis set, using the Gaussian 03 package. A total of 720 points
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were calculated, with 12 points for R (from +2.15 to +3.25
A), 15 points for r (from +0.70 to —0.70 A), and 4 points
for p (+1.34, +0.84, +0.34, and —0.15 A), with +0.34 A
being the value of p at the DFT-optimized enol structure at the
So surface. Few points were included in p in comparison with
those in R and r, since we verified that the p coordinate does
not vary substantially along the proton-transfer reaction in
both the Sy and the S; states. This set of coordinates allows
the two-dimensional motion of the proton in the molecular
plane, as well as the approach of the donor and acceptor atoms,
which has been proved to be relevant in proton-transfer
processes.*’*® We note that, while the coordinate set re-
sulting from this approach is a convenient one, the dynamical
treatment is approximate because of the specific procedure
followed to compute the potential energy surface, specifically
because changing the distance between the donor and acceptor
atoms also modifies other coordinates that have been kept
outside the dynamical model (e.g., the distance between the
oxygen atom and its binding site in the ring, or the distance
between the nitrogen atom and the carbon atom bound to the
ring).

To obtain the expression of the kinetic energy operator, we
adopted the following procedure: First, according to the
restriction of motion in a plane, we only need to assign two
Cartesian coordinates for each fragment, which leads us to a
set of six Cartesian coordinates. Second, we establish the
mathematical relationships between these six Cartesian coor-
dinates and our set of three coordinates R, r, and p. For this we
need to consider three more coordinates, corresponding to the
two Cartesian coordinates of the center of mass and the global
rotational angle of the three fragments in the plane. Finally,
after some algebraic manipulation employing the chain rule,
the V2 operator can be expressed in terms of our new set of
coordinates. In the final expression, the second derivatives with
respect to the center-of-mass Cartesian coordinates can be
separated. Furthermore, introducing the additional approxima-
tion that the global rotation in the plane does not significantly
affect the proton transfer process, we finally reach an expres-
sion of the Hamiltonian operator which only depends on R, r,
and p:

H=T+ V(R,rp) A3)

where T is

2
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2 lnN*CHJ mO*ring dR
2 2
M 1 G+g+iﬁ,
2 My—cH,  ™MO-ring, 4 R my [9r?

2
M1 1 (1 +L) I S N W
2 MN—cH,  MO-ring 4 RJ R MN—cH,  MO—ring

2
BN T T
my|9p 2 MN_CH,  MOring OR or

1 1 N,p( 1 1 \|ad
RA\MN—cH,  Mo—ring)  2R\Mn_cn,  Mo—sing) |07 9P

af [ S| LV
2R mN*CHJ ’nO*ring R 2|R mN*CHJ ’nO*ring

Lz 1 n 1 0 n Lz 1 T 1 19 )
RA\"MN—cH,  MO—ring or 2R MN—cH,  ™MO-ring op

J. Phys. Chem. A, Vol. 110, No. 14, 2006 4653

3.6 T T T

32

R/A 28

3.6 T T T

3.2
R/A 28 |-

24 -

20 08 04 00 04 08

r/A
Figure 5. DFT/TD-DFT 6-31G(d,p) two-dimensional potential energy
surface cuts (R, r, p = +0.34 A) for the ground (top) and first singlet
excited (bottom) electronic states of the SMA. The coordinates are
explained in Figure 4.

where mu, mn—cuy, and mo-—ring denote the masses of the
transferred proton (fragment 4), the N—CHj fragment (frag-
ment 3), and the O—ring fragment (fragment 1 + fragment 2)
of SMA, respectively. The resulting Hamiltonian is approxi-
mate: the kinetic energy term above assumes that the O atom
and fragment | (the aromatic ring) do not move with respect to
each other, while the potential energy surfaces have been
constructed allowing such motion to chemically consider more
significant structures. Because of this, the dynamical treatment
is implicitly approximate, even within the three dimensions
considered.

Figure 5 depicts the cuts of the Sy and S; potential energy
surfaces obtained (for p = +0.34 A). Because each point of
the grid was obtained by energy point calculations without
allowing the molecule to relax and the actual value of p for the
cis-keto minimum in Sy is slightly different (+0.41 A), the
product energy minimum does not appear in this particular cut
of So. Nevertheless, any dynamical calculation performed on
So requires a good description of the reactant region rather than
that of the product. According to the values collected in Table
3, there is no reactant minimum in S for the TD-DFT level of
theory, which agrees with the absence of the reactant energy
minimum in the Sy cut. We also verified that no exit channels
exist neither in Sy nor in S;, so no absorbing potentials were
necessary.

The steps followed in the dynamical calculations with the
MCTDH package were as follows: First, the mesh of points
for Sp and S; were fitted by means of the POTFIT program,
which is included in the MCTDH package, into direct product
form, as required in eq 2. The initial wave packet consisted of
a Gaussian function, which was propagated in imaginary time
(i.e., relaxed) on the Sy potential energy surface to locate the
ground vibrational state. Finally, the resulting wave function
was promoted to the S§; potential surface according to the
Franck—Condon principle. All the dynamical calculations
performed were verified to be converged with respect to the
basis of both primitive and SPF functions. Figure 6 shows six
snapshots of the two-dimensional probability density of the wave
packet for the first 25 fs of propagation, in the plane formed by
rand R, with p = +0.34 A,

As can be seen, the head of the wave packet reaches the
product area along the r coordinate within 10 fs. From that point
on, because our model is closed and does not include the rest
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Figure 6. Snapshots of the (r, R, p = +0.34 A) probability density
for the three-dimensional simulation on the first excited electronic state
at different times. The coordinates are explained in Figure 4.
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Figure 7. One-dimensional probability densities of the three-
dimensional model at different times for r (left) and R (right) coordinates
for the hydrogen (top) and deuterium (bottom) transfer. The coordinates
are explained in Figure 4.

of vibrational modes, the propagated wave packet collides with
the potential energy wall beyond the cis-keto region and
consequently reflects. As a result, too many interference effects
are observed. In addition to this, very little coupling with the R
coordinate can be noticed, as the wave packet does not expand
significantly along the R coordinate during the simulation time.
If we plot the one-dimensional probability density for the r and
R coordinates over time (Figure 7), it can be clearly seen how
the wave packet propagates, collides, and comes back along
the r coordinate in 25 fs, while the one-dimensional density of
probability for the R coordinate does not vary substantially
within the same time. The same behavior was observed for the
p coordinate.

The isotopic substitution of the transferred proton for a
deuterium was also studied. We compare in Figure 7 the one-
dimensional probability densities for the r and R coordinates
for the isotopic substituted system with the previous case. As
expected, a slower evolution of the wave packet along the r
coordinate is observed for the deuterated case, whereas, along
the R coordinate, the wave packet moves further to shorter
values than those in the nondeuterated case.
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Figure 8. Survival probabilities for the hydrogen and deuterium
transfers for the first 50 fs of propagation. The horizontal line sets the
point where the 50% of the reactant turns into product.

To quantify the amount of remaining reactant during the
proton-transfer reaction, we calculated the survival probability
(eq 5) for the first 50 fs of propagation,

P(t) = [deh ()| WD) )

where dr is the volume element, and /,(7) is equal to 1 in the
reactant region (+ < 0.0 A) and equal to 0 in the product region
(r> 0.0 A). Solving eq 5 is equivalent to integrating the one-
dimensional probability density curves for r < 0. The results
are depicted in Figure 8. It can be observed how the curve for
the hydrogen transfer decreases much faster than that for the
deuterium transfer. Within 11 fs, approximately 50% of the
nondeuterated reactant has turned into product, whereas the
deuterated SMA needs 25 fs to transform the same amount of
reactant, so a strong kinetic isotope effect is observed.

As mentioned before, the dynamical model is approximate
because it assumes that the oxygen atom does not move relative
to the aromatic ring, while the potential energy surface has been
constructed allowing this motion. This is necessary to scan
relevant parts of the potential energy surface when constructing
it. It would make less physical sense if increasing the value of
R would only move the N—CHj3 fragment away, leaving the O
atom at a fixed distance from the aromatic ring, but it represents
an approximation beyond the reduction of the system to a three-
dimensional model. From a chemical point of view, in such a
fast process, keeping the internal structure of the aromatic ring
frozen seems to be a reasonable approximation. However, rather
than assuming that both the oxygen atom and the ring move
solidarily, it seems more reasonable that the oxygen atom is
the one that carries out most of the internal motion, while the
aromatic ring remains static by virtue of its larger mass. A
“correct” treatment in which this motion is considered is
complex. It would require an increase in the number of
dynamical parameters, making the potential energy evaluation
much more expensive, and finally requiring a much more
intricate kinetic energy term. Because of the large difference in
mass between the oxygen atom and the aromatic ring, most of
the motion will be experienced by the oxygen atom. A simple
way to assess the sensitivity of the conclusions obtained so far
would be to redo the dynamical calculations, but this time
assuming that only the oxygen atom is moving. This can be
estimated approximately by setting mo-—ring in €q 2 to simply
mo. If one does this, one sees that the hydrogen transfer process
shows negligible changes, whereas for deuterium transfer, the
transfer time increases slightly to 27 fs.
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4. Conclusions

The proton-transfer dynamics in the aromatic Schiff base
SMA has been theoretically analyzed by means of electronic-
structure calculations at the HF and DFT levels of theory for
the ground electronic state (Sp), and at the CIS and TD-DFT
levels of theory for the first singlet excited electronic state (S1),
combined to quantum nuclear dynamics simulation. Comple-
mentary calculations at the CASSCF and CASPT2 levels have
been carried out to determine vertical excitation energies. The
SMA system presents five stable structural conformations in
So: enol, cis-keto, and three different trans-keto tautomers. All
of them are planar or almost planar. Our DFT electronic
calculations show that the enol form is the most stable one.
The proton-transfer reaction is endoergic, with an energy barrier
of 5.9 kcal mol™! and a reverse energy barrier of only 0.9 kcal
mol~!, which does not allow the net proton-transfer reaction to
take place.

Upon the (m,7%) excitation of the enol form, a loss of
aromaticity in the six-membered ring is observed, which
destabilizes the structure and sets the cis-keto as the most stable
tautomer in S;. At the TD-DFT level of theory, the enol form
does not correspond to a stable structure minimum, therefore
only four minima could be located. In addition to this, the
proton-transfer reaction becomes exoergic and barrierless.
Finally, we highlight that the DFT/TD-DFT energy calculations
and geometry optimizations have performed quite well in
describing the photochemistry of SMA.

Two three-dimensional potential energy surfaces were fitted
from a large set of electronic structure calculations for So (DFT
level of theory) and S; (TD-DFT level of theory). The time
evolution of the wave packet was calculated with the MCTDH
algorithm. Our quantum dynamical calculations predict a time
scale of 11 and 25 fs for the hydrogen and deuterium transfers,
respectively, in S;. The process is somewhat faster than predicted
by Zgierski and Grabowska (30 and 115 fs for the hydrogen
and deuterium transfers, respectively).?> This speed-up, espe-
cially for the deuterium case, can be explained if we take into
account the barrierless nature of the process and the fact that
the starting point of our dynamics was the Franck—Condon
excitation energy of the enol form. However, taking into account
that DFT tends to overestimate the strength of hydrogen bonds,
and thus underestimate the energy barrier, it could be said that
our measured rates are an upper limit for the rate of the studied
process. Given that, as previously said, the CIS method
overestimates the energy barriers, our results, together with the
ones obtained by Zgierski and Grabowska,? fix the range of
the actual rate of the excited-state proton transfer in SMA.

Finally, it must be remarked that, even when dealing with a
barrierless process, a quantum dynamical treatment leads to a
strong H/D kinetic isotope effect in S; for the enol—cis-keto
proton transfer.
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Electronic-structure and quantum dynamical study of the photochromism
of the aromatic Schiff base salicylideneaniline
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The ultrafast proton transfer dynamics of salicylideneaniline has been theoretically analyzed in the
ground and first singlet excited electronic states using density functional theory (DFT) and
time-dependent DFT calculations, which predict a (1, 7) barrierless excited state intramolecular
proton transfer (ESIPT). In addition to this, the photochemistry of salicylideneaniline is
experimentally known to present fast depopulation processes of the photoexcited species before and
after the proton transfer reaction. Such processes are explained by means of conical intersections
between the ground and first singlet (7, 7*) excited electronic states. The electronic energies
obtained by the time-dependent density functional theory formalism have been fitted to a
monodimensional potential energy surface in order to perform quantum dynamics study of the
processes. Our results show that the proton transfer and deactivation of the photoexcited species
before the ESIPT processes are completed within 49.6 and 37.7 fs, respectively, which is in

remarkable good agreement with experiments. © 2008 American Institute of Physics.

[DOLI: 10.1063/1.3032215]

I. INTRODUCTION

Aromatic Schiff bases are among the most studied com-
pounds in the photochemistry area because of their photo-
chromic behavior.'™ Upon photoexcitation the ground state
stable structure of a photochromic compound is switched
into some metastable form (the photochromic transient) that
eventually reverts to the ground state original structure. The
reversible cyclic nature of this process is the key feature of
their importance in technical applications in the fields of op-
tical data processing and storage devices.*® In aromatic
Schiff bases the photochromism likely arises from an excited
state intramolecular proton transfer (ESIPT) reaction that
may be followed by a plethora of other photochemical pro-
cesses such as cis-trans isomerizations, thermal deactivation,
and internal conversion (IC) through conical intersections
(Cls) or intersystem crossing. In fact, ESIPT is a ubiquitous
process in chemistry and biology.m0

The best known and most thoroughly studied photo-
chromic Schiff base is salicylideneaniline (SA). The molecu-
lar structure of SA in the original enol (E*) structure and the
keto (K*) form that results after intramolecular proton trans-
fer at the first singlet excited state are depicted in Scheme 1.
Numerous experimental studies'' ™" on SA have been de-
voted to analyze the mechanism and dynamics of the proton
transfer reaction from the primary excited enol form to the
keto tautomer and the creation of the photochromic tautomer
in the ground electronic state. Given the long span of time
that exists between the different works (from 1964 to 2007),
the methods used and the precision of the measurements
have largely changed along time. In spite of the large amount
of data acquired and the use of quite sophisticated techniques

YElectronic mail: mmf@qf.uab.cat.

0021-9606/2008/129(21)/214308/11/$23.00
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in the past works (that fall in the high technological field
called femtochemistry because the time resolution data are
below the subpicosecond range) the results are not fully con-
sistent and much controversy is still present regarding the
full photochemical behavior of SA.

The absorption spectrum of SA shows a quite prominent
band at 300-400 nm attributed to the photoexcitation to a
(,7") excited state. The fluorescence spectrum presents
also a single band, largely Stokes shifted, that is centered at
around 570 nm. This band is believed to come from the
cis-keto tautomer (also a (7, 7*) state). The quantum yield of
the fluorescence is quite low (1.2X 1074).%° From the time-
resolved experimemszm%}] arises a global picture of the
photochromism in SA that starts with photoexcitation to the
(,7") excited state from where the hydroxylic proton is
quickly transferred to the nitrogen imino atom resulting in
the fluorescent cis-keto tautomer. This species is the precur-
sor of the photochromic transient, believed to be a ground
state keto tautomer. This transient has a long lifetime (on the
order of milliseconds) and a maximum absorption band at
474 nm.”® However, the detailed mechanism about the spe-
cies involved in the whole process and the time of the dif-
ferent steps is not a settled question. The main discrepancy is
found in the time scale for the ESIPT process itself. Otsubo
et al.® and Okabe er al.™® proposed a process occurring un-
der 750 fs. Mitra and Tamai'®' brought its characteristic
time to 200-300 fs, whereas Zidlek et al” envisaged a much
faster process (<50 fs). Recent results, using apparatus with
better time resolution, have confirmed the value of 50 fs for
the ESIPT process.}[ The ultrafast time scale of ESIPT and
the lack of hydrogen/deuterium isotope effect lead the au-
thors of this last work to conclude that ESIPT in the first
(,7*) excited state implies a ballistic motion where the
initial wave packet evolves in a purely repulsive potential

© 2008 American Institute of Physics
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SCHEME 1. Molecular structures of enol (E*) and keto (K*) tautomers of
SA at the §; state. The atom numbering used in this work is also depicted.

toward the cis-keto structure in the same excited electronic
state.’! Such a mechanism has been also found in a recent
quantum dynamics study of the ESIPT process in the related
Schiff bases salicylidene methylamine, a simplified model of
the SA that has a methyl substituent instead of a phenyl
group in the nitrogen atom.*

The processes that follow ESIPT and eventually led to
the formation of the photochromic transient are also unclear.
The initially formed cis-keto structure decays in times that
range between 1.5 and 8.5 ps depending on the wavelength
used for the photoexcitation.zg’ﬂ The fact that the longer
time is found for the higher excitation wavelengths (the less
energetic ones) led Okabe et al.* to conclude that some en-
ergy barriers were implied in this process that were believed
to involve a cis/trans isomerization of the keto tautomer to
finally obtain the photochromic transient, expected to be also
some form of trans-keto structure. Additionally, there is a
fastest time-decay component of just a few hundreds of fem-
toseconds that is usually attributed to an internal vibrational
relaxation (IVR) of the hot cis-keto initially obtained. Some
authors®' assume that this IVR also involves the cis/trans
isomerization. Some works also find a residual and much
longer time decay for the cis-keto isomer that has no clear
assignation.zg‘30 Involvement of a higher excited singlet state
or a triplet state has been tentatively proposed.30 Finally, it
has also been observed that ESIPT may compete with an-
other ultrafast nonradiative process that Okabe et al.™® as-
signed to an IC of the initially obtained (7, 7") excited state
to a more stable (n,7") state.

Curiously enough, not so many theoretical works have
been devoted to SA and its photochemistry.]("20'24‘25‘27‘33
Among these works, only the one by Zgierski and
Grabowska™ dealt with the dynamics of the photochemical
processes and performed localization of stationary points on
the ground and excited electronic states of SA using ab initio
techniques [Hartree—Fock for the ground state and configu-
ration interaction single (CIS) for the excited states]. The
results of Zgierski and Grabowska showed that the enol and
keto minima are nonplanar structures in the ground elec-
tronic state. In the first singlet excited state the more stable
minimum of the enol is identified as a strongly twisted
(n,7") state. Because the first allowed electronic transition
leads to a (7, 7") excited state, an IC takes place between
(7, 7") and the most stable (n,7"). Conversely, in the cis-
keto side the more stable excited state structure is a planar
(7, 7") geometry with the twisted (n,7*) minimum lying
~3 kcal mol™! higher. As for the trans-keto tautomer, it is
also slightly nonplanar and higher in energy (4.8 kcal mol™")
with respect to the cis-keto minimum. The ESIPT reaction is
only possible between the planar (7, 7") enol and cis-keto
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structures and has to surpass an energy barrier of
7.2 kcal mol~! from the minimum of the (7, 7*) enol tau-
tomer. Zgierski and Grabowska analyzed the dynamics of the
ESIPT process using the instanton method™ that gives crude
estimations of ~1.2 and ~21 ps for the hydrogen and deu-
terium transfers, respectively. As CIS is known to overesti-
mate ESIPT barriers,” energies were recalculated using
the more reliable time dependent-density functional theory
(TDDFT) method that lead to a much lower barrier of
3.2 kcal mol™!.  Rescaling the energy barrier to
5.7 kecal mol™! leads to instanton transfer rates of 220 fs and
2.7 ps for hydrogen and deuterium transfers, respectively,
believed to be of the same order of the experimental mea-
surements.

In this work we propose a quantum electronic study of
the SA in both the ground (S;) and first singlet excited
(S,) electronic states. Using the DFT (S,) and TDDFT (S,)
methodologies we will locate all the stationary points
(minima and transition-state structures) in both potential en-
ergy surfaces (PESs). Previous studies®*™** of a myriad of
ESIPT processes revealed that IC through CIs may play a
key role in the whole photochemistry of these systems. For
this reason, we will carefully look for and analyze the re-
gions where Cls are likely expected. Our full (but static)
electronic calculations will be completed by a comprehen-
sive quantum dynamics study of the different processes that
may take place in the excited S, state following vertical elec-
tronic excitation of the ground state enol tautomer. In par-
ticular we will carefully analyze the ESIPT dynamics and the
competing relaxation channel from the enol tautomer in S,
from the dynamical point of view.

Il. METHOD OF CALCULATION
A. Electronic-structure calculations

Electronic DFT based methods have been used to ex-
plore the topology of the ground (S,) and first (7, %) singlet
excited (§;) electronic states. DFT and TDDFT**** optimi-
zations have been performed for the S, and S, states, respec-
tively. TDDFT has been successfully used to study other re-
lated ESIPT systems.32'45‘46 The three parameter hybrid
functional of Becke with the correlation functional of Lee,
Yang, and Parr*”* has been chosen. The TURBOMOLE pro-
gram (version 5.4),*** which implements analytical gradi-
ents at the TDDFT level,49'5] has been used to perform the
TDDFT calculations. In fact, TDDFT is known to always
give very reliable results provided that the excited state is not
of a charge-transfer type.sz’le In that case TDDFT grossly
underestimates the excitation energy (this fact coming from
the unability of pure DFT methods to properly describe long
range exchange effects). We have verified that in our system
the photoactive state is not of a charge-transfer nature so that
TDDEFT should lead to decent results.

Multireference complete active space self-consistent
field® (CASSCF) and CASSCF at the second-order pertur-
bation theory® (CASPT?2) calculations have been carried out
with the MOLCAS program (Version 6.4).%* These calculations
have been carried out with an active space of ten electrons
and ten molecular orbitals. The description of the nature of
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the active space will be given in Sec. IIT when needed. We
note that this active space is probably not large enough to
correctly describe the whole PES but it has been used just to
analyze the presence of Cls between the Sy and S states. A
much larger active space would be necessary to compare the
different regions of the PES.

An approximation to the geometry and energy of the CI
has been obtained minimizing the energy of the S, state us-
ing TDDFT, while monitoring its excitation energy. The op-
timization was manually stopped when the excitation energy
was smaller than 3 kcal mol™'. Given the intrinsic multicon-
figurational character of the CI region, it is not possible to
carry out an exact localization of the minimum energy cross-
ing point (MECP) using the TDDFT method. However, it has
been recently proven that a monoconfigurational method
may be used to roughly determine such points by searching
for a geometry where the energy difference between the two
implied states is fairly low.** Of course, such a procedure
may lead to unphysical results so that it is compulsory to
verify and refine the obtained results through the use of a
multiconfigurational method. Then we have also localized
ClIs at the CASSCF level through minimization of the abso-
lute value of the energy difference between the states that
cross with the added condition that the energy of the state is
the lowest possible that satisfies the first condition. Single
point CASPT2 calculations at the final geometries were done
to take into account dynamical correlations effects.

For all the DFT/TDDFT calculations, the 6-31G(d,p)
(Refs. 65 and 66) basis has been used for the hydrogen
and carbon atoms, while additional diffuse functions
[6-31G+(d, p) basis]*>*® have been added to the oxygen and
nitrogen atoms. For the CASSCF/CASPT?2 calculations, the
cc-pVDZ (Ref. 67) basis set has been employed for all the
atoms.

B. Quantum dynamics calculations

The method chosen to determine the time scale of the
processes in the excited state is wave packet propagation. In
order to simulate the experimental setup an appropriate ini-
tial quantum state of the system is needed (|¢)), and is
placed in the Franck—-Condon region of the excited state,
where its time evolution is followed and analyzed. Given
that the ground vibrational state is the most populated in Sy if
thermal equilibrium is assumed, the photoexcitation process
is simulated by selecting, as initial state, the ground vibra-
tional state of the ground electronic state. This state is pro-
moted to the Franck—Condon region of §; to simulate pho-
toexcitation. However, |) is not a stationary state of S; and
to determine its time evolution, the time-dependent
Schrodinger equation must be solved,

ih 10y = ). m

Because the Hamiltonian is time independent, this is equiva-
lent to

|(0)) = =1 ), @)

where
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H=T+V(q) (3)

is the Hamiltonian (total energy) operator for the photoactive
state, and q is a vector describing the coordinates upon
which the PES is defined. As will be explained later, we have
selected a unique collective isoinertial coordinate to describe
the processes in the excited state. To solve Eq. (2) a standard
split-time propagator scheme has been used.®®% The propa-
gation proceeds by applying a split-operator propagator over
a short-time interval Az,

oI . = IVAUR y=iTAU =i VAU )

So, during each time step the potential energy propagator
is initially applied for half a time step, it is followed by the
kinetic energy propagator for a full time step, and finally, the
potential energy propagator is applied again for the remain-
ing half a time step. The split-operator scheme has to be
applied in small time steps because the kinetic and potential
energy operators do not commute.

Fast-Fourier transform (FFT) was employed to transform
the wave packet from position to momentum representations
and vice versa in between any two time propagators in Eq.
(4). The size of the FFT grid was of 2°=512 points and the
time step used was of 1 atu (1 atu=2.419X107"7 s). The
quality of the simulations was monitored by measuring the
norm of |¢), which was preserved to within 0.5%. The ei-
genvalues and eigenvectors of the S, Hamiltonian have been
obtained through diagonalization of its matrix representation
in an appropriate basis. The generic discrete variable repre-
sentation (DVR) method proposed some time ago by Colbert
and Miller was used to this end.”

lll. RESULTS AND DISCUSSION

As in Sec. IT we will divide the main results section into
two parts: the first devoted to analyze the purely electronic-
structure calculations and the second one where the previous
electronic results are used to perform nuclear dynamics
simulations of the ESIPT process using the methodology out-
lined in Sec. II.

A. Electronic-structure calculations

As explained in Sec. I, the only previous ab initio work
was published by Zgierski and Grabowska™ using the
Hartree-Fock method in the ground electronic state (S,) and
the CISs method in the first singlet excited electronic state
(S1). Energies in S, were recalculated performing TDDFT
single-point calculation at the CIS optimized geometries. For
that reason our first task in this paper has been the recalcu-
lation of the relevant geometries using DFT in S, and the
corresponding TDDFT method in S; also optimizing the ge-
ometries. The stationary points in the S, state have been
localized by full minimization and characterized at the DFT
level of calculation, while only the zeroth-order stationary
points in the §; state have been directly located at the
TDDFT level. At present, to characterize stationary points
in the TDDFT scheme, numerical second derivatives must
be computed (due to the unavailability of analytic second
derivatives), which is a fairly expensive calculation. Instead,

Downloaded 16 Apr 2009 to 158.109.51.63. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp



154

PAPER 111

214308-4 Ortiz-Sanchez et al.

TABLE 1. DFT ground state relative energies (REs) referred to the C; enol
form, torsional frequencies (w7) of the planar (Cs) and nonplanar (C;) forms
of the SA, and frequencies corresponding to the reaction coordinate for the
proton transfer process (wg). For the C, structures the value of the torsional
angle around the N;—Cg4 bond (see Scheme 1 for atom numbering) is also
presented.

RE (o7) wp  Torsional angle
Structure (kcal mol™!) (cm™) (em™) (deg)
enol, Cg 0.75 47i
cis-keto, Cs 4.95 12i
trans-keto, Cg 15.94 6i
TS (enol— cis-keto), Cs * 6.03 36i 1029i
enol, C; 0.00 42 36
cis-keto, C; 4,96 27 16
trans-keto, C 15.96 22 13
TS (enol— cis-keto), C, 5.92 27 986i 22

"Within the C, symmetry, this corresponds to a second-order saddle point.

a relaxed potential energy profile for the proton transfer
has been computed using as a reaction coordinate the dis-
tance between the O,—H,; bond (see Scheme 1 for atom
numbering).

The DFT calculations for the planar structures of SA in
Sy predict the enol form to be more stable, with the cis-keto
form being 4.20 kcal mol™" higher in energy. As expected,
the enol-keto tautomerization leads to a large rearrangement
of bond lengths of the phenolic (keto) ring, reflecting a loss
of aromaticity upon proton transfer. The frans-keto form, in
which the hydrogen bond is broken, lies, as expected, higher
in energy than the cis-keto, 15.19 kcal mol™" above the enol
form. However, the true enol and keto minima are nonplanar
structures in the ground electronic state. The transition state
for the proton transfer process has also been located. Table I
shows the relative potential energies (referred to the enol
form) and the calculated torsional frequencies of all opti-
mized Cg and C; SA tautomers and the transition-state struc-
ture for the proton transfer process.

According to these results, the stable ground state geom-
etries are achieved by twisting the anilino ring by 36°, 16°,
and 13° for the enol, cis-keto, and trans-keto tautomers, re-
spectively. This out-of-plane distortion hardly affects any
bond lengths and, as seen in Table I, brings an energy gain of
less than 1 kcal mol™! in all three cases, therefore the rela-
tive stability between the three tautomers is not altered when
Cs symmetry is broken. All these results agree with those
previously published by Zgierski and Grabowska.**

As mentioned in Sec. I, the experimental absorption
spectrum has a band with a maximum at 344 nm (Ref. 14)
(3.60 eV). We have theoretically evaluated this energy by
single energy point calculation from the nonplanar enol mini-
mum in S, at the TDDFT level of theory. The calculated
vertical excitation energy is 3.66 €V (339 nm), which is in
reasonable agreement with the experimental value. In fact, it
is now well known that the TDDFT (Ref. 44) level provides
a very good description for the excitation energy of valence-
excited (7, 7%) states.”' Also the transient absorption band of
the nonplanar frans-keto structure, assumed to be transient
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FIG. 1. TDDFT proton transfer reaction profile relaxed along the O,—H,
distance for the first (7, 7") singlet excited electronic state. The energy
origin is the energy of the DFT-optimized enol form in S,.

species, is calculated at 439 nm, whereas the experimental
value is 474 nm.”

To verify the goodness of the TDDFT description of the
enol and trans-keto tautomers in the excited state, single-
point CASSCF/CASPT2 calculations have been performed
on the DFT nonplanar enol and trans-keto minima. As men-
tioned in Sec. II, an active space of ten electrons and ten
orbitals has been used to this end. This active space includes
the four highest a” and the highest a’ molecular orbitals as
occupied orbitals, and the four lowest a” and the lowest a’
molecular orbitals as unoccupied orbitals. In this way, exci-
tation wavelengths of 342 and 445 nm have been obtained at
the CASPT?2 level of theory for the enol and trans-keto tau-
tomers, respectively. These results validate the active space
chosen and also provide support to the TDDFT results.

The TDDFT exploration of the S state is quite different
when compared to the DFT results obtained in Sy, and with
the corresponding CIS results published by Zgierski and
Grabowska.” All the attempts to locate a TDDFT minimum
in the enol region reverted to the cis-keto tautomer. This
suggests a barrierless ESIPT process, which involves the ab-
sence of a transition-state structure. A set of relaxed reaction
coordinate calculations was carried out varying the O;—H,
distance and allowing the rest of the geometry to relax and
attain minimum energy. The reaction profile obtained, de-
picted in Fig. 1, confirms that the ESIPT is indeed barrierless
at this level of theory. A similar result was obtained for the
closely related salicylidene methylamine molecule (SMA),*
where the nitrogen atom has a methyl substituent instead of a
phenyl group. In contrast to what was observed in S, the
cis-keto does not present a more stable structure when twist-
ing the aniline ring, and only exists as a minimum when
confined to remain in Cg. In addition to this, the rrans-keto
tautomer only presents an energy minima with a slight twist-
ing not of the aniline but of the phenyl ring by 14°.

The present discussion on the topological features of the
Sy and S electronic states of SA (a barrierless ESIPT pro-
cess) would point toward an ultrafast time scale of the proton
transfer process, implying a ballistic motion of the trans-
ferred proton. In a previous work™ we have described a
similar mechanism for a simplified model of the SA, the
SMA molecule. However, it has been reported in several
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FIG. 2. (Color online) Sy-relaxed DFT potential energy profile along the
Cg—C,—N,-C4 dihedral angle. Energy origin is the energy of the S, mini-
mum energy planar enol. TDDFT energies for the excited states represent
vertical transitions from the Sy-relaxed geometries.

works'*2"">3 that different photochromic processes may

occur before and after the ESIPT process in SA, and fast
depopulations of the enol and cis-keto tautomers in the S,
state have been experimentally detected. As no evidences of
such processes for SMA have been reported experimentally,
a simple ballistic motion mechanism might not be suitable
for SA. In that context, in order to get more insight on the
photochemistry of SA, a major point of interest is the likely
presence of other competitive processes. The experimental
work of Okabe er al.™ pointed to the presence of two ICs.
According to Fig. 7 in Ref. 30, the first IC (IC1) would take
place from the excited (7, 7) enol to a (n,7) state, and
ulterior nonradiative decay to S,. The process of depopula-
tion of the excited (7, 7") enol due to IC lies under 500 fs.
The second IC (IC2) would occur just after the ESIPT pro-
cess, from the excited (7, 7%) cis-keto again to a (n, 7) state
that would later revert to a vibrationally hot trans-keto tau-
tomer in S, within a larger time scale (~2 ps).

According to the theoretical study of Zgierski and
Grabowska,> the excited (ar,7") planar unstable enol con-
former can undergo IC to a highly nonplanar (n,7") state
through rotation along the C,—N; bond. In this conforma-
tion, intramolecular proton transfer is virtually impossible,
and thus it would decay to S,. Figure 2 depicts a ground
electronic state relaxed TDDFT potential energy profile
along the rotation of the C;—N; bond of the enol form,
showing the energy of the electronic ground state and the
energy of the four lowest singlet excited states. At the initial
planar structure, the lowest (1, 7") state corresponds to the
third excited singlet state (S3), which lies ~15.0 kcal mol ™!
above the Franck—Condon excitation point, and thus it is
energetically unreachable. At 20°, there is a crossing be-
tween the S5 (n,7*) and a S, (7, 7") state, where the nature
of both states is exchanged. The lowest (n, 7*) state remains
the fourth excited state along the rest of the energy profile
and does not cross with the §; state, which is always pure
(7, 7). However, at largely twisted angles (~80°-90°) an
approach between the S, and S, states is observed with an
energy difference of less than 20.0 kcal mol™! at the final
90° calculation. In light of this not too large energy gap
between these states, we considered the possibility of the
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existence of a CI corresponding to a twisted conformation of
the enol form, which would be the reason behind the internal
conversion mechanism IC1.

As explained in Sec. II, the area of the CI has been
approximately located by minimizing the energy of the S
state, and monitoring its excitation TDDFT energy, until the
excitation energy fell under 3 kcal mol~!. From this calcula-
tion arises a point with an energy difference between both
states of 2.67 kcal mol~!. The lowest energy of the quaside-
generate pair raises 51.62 kcal mol™' above the S, enol
minimum. The geometry of this point is characterized by a
Cg—C;-N,-Cq torsional angle of 92° and a C;—N; bond
distance of 1.37 A.

Additionally, we carried out the CASSCF/CASPT2
search of a MECP between the S, and §; states in the
region of the twisted enol tautomer, obtaining a point with an
energy difference between both states less than
0.2 kcal mol™'. Now, the energy of this point with respect to
the Sy enol minimum at the CASSCF/CASPT2 level is
48.03 kcal mol™!. The geometry of this point is quite similar
to the one obtained at the TDDFT level, with a
Cg—C;—N,;-Cq torsional angle of 91° and a C;—N; bond
distance of 1.36 A. The marked similarity of the TDDFT
and CASSCF/CASPT?2 results in the CI region further vali-
dates the TDDFT method to analyze the whole PES. A simi-
lar result has been previously stated in a related photochemi-
cal process.72

The transit through the CI just described might bring the
system to S,. Should the system achieve this with a change in
the diabatic state, this would eventually lead—with increas-
ing values of the Cyg—C;-N;—C4 torsional angle—to the
enol minimum in Sy, closing the photocycle. However, the
system could also remain in the same diabatic state. For the
sake of completeness, we have explored this possibility and
have located and characterized yet another minimum energy
structure in S, at small Cg—C,;—N;—Cg torsional angle val-
ues (7.4°), in which the phenyl ring (C3—Cg—C;-N; tor-
sional angle) is rotated 33.7° in order to avoid steric hin-
drances. This structure lies 15.15 kcal mol™!' above the Cg
enol
structure.

The second IC in SA (IC2) is proposed to occur in the S,
(7, 7") state of the planar cis-keto tautomer, just after the
ESIPT process. As hinted by the ab initio calculations of
Zgierski and Grabowska,> the lowest (n,7") state of the
planar cis-keto form lies higher in energy than the S, (w7, 7")
state, but it becomes significantly stabilized by a twist of the
phenyl ring that becomes almost perpendicular to the aniline
ring. Being this twisted conformation a favorable one to ini-
tiate the cis-frans isomerization process, the (n,7") state of
the twisted cis-keto form represents an effective depopula-
tion channel toward the frans-keto form. As mentioned be-
fore, our TDDFT calculations did not locate a stable C; cis-
keto form when breaking the Cg symmetry, neither by the
twisting of the aniline nor the phenyl rings. The planar S,
(7, 7") state of the cis-keto tautomer is unstable with respect
to the rotation leading to the cis-trans isomerization. In order
to give some explanation of the observed depopulation chan-
nel of the excited cis-keto form, we have proceeded in a
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similar fashion as previously explained for the twisted enol
conformation. In this way we have searched a second MECP
between S, and S, in the region of the twisted cis-keto
tautomer along the C;3—Cg—C;—N; dihedral angle, which
corresponds to the cis-trans isomerization process. We have
found a TDDFT geometry, lying 56.64 kcal mol™! above
the S, enol minimum, with an energy difference between
both states of 2.88 kcal mol™!. This point presents a
Cy—C;-N,;—Cq torsional angle of 90° and a C,—N; bond
distance of 1.46 A. In turn, a CASSCF/CASPT2 CI geom-
etry has also been found, lying 56.35 kcal mol™' above the
So enol minimum, with an energy difference between both
states less than 0.2 kcal mol~'. This point presents a
Cg—C;-N;-Cg torsional angle of 89° and a C;—N; bond
distance of 1.47 A.

This geometry corresponds to a twisting angle half way
on the cis-trans isomerization process. The presence of a CI
between S, and S in the twisted cis-keto region may have an
important role in the depopulation of the excited cis-keto
form through internal conversion IC2, and is also consistent
with the absence of a C; cis-keto energy minimum in S; as
explained before. A complete list of the Cartesian coordi-
nates of all the relevant geometries analyzed here (minima,
transition states and Cls) is supplied as a supplemental
material.”

B. Molecular dynamics calculations

Experimental data available on the photodynamics of SA
include experimental estimates for the duration of the ESIPT
process, as well as for some IC process starting right after
photoexcitation and depleting also the enol species in the
excited state—a competitive process of the former. Thus, the
ESIPT process has been measured to occur faster than 750 fs
by Otsubo et al.,25 and more recent measurements by Zidlek
et al.”® and Rodriguez-Cérdoba et al”! brought this limit
down to 50 fs (at the experimental resolution limit). The
electronic-structure study presented in Sec. IIT A provided a
reasonable picture upon which to interpret the experimental
findings, and indeed, a clear candidate to the IC process de-
scribed by Okabe ef al.™® (IC1) in the form of a CI connect-
ing the ground and photoactive states in the enol region. It
would be useful to provide also a reasonable theoretical es-
timate of the decay times of the excited enol form to com-
pare to experiment. This we will do in this section by em-
ploying a simple but sufficient model based on quantum
dynamics, using wave packet propagation as dynamical tool.

For any kind of dynamical study it is a prerequisite to
obtain a detailed knowledge of the forces acting on the at-
oms, in this case the PESs of the electronic states involved.
The processes leading to the disappearance of the enol form,
namely, the ESIPT and the IC processes, are multidimen-
sional in nature (i.e., they involve motion of more than one
atom, or more precisely, more than a single coordinate is
needed to describe them: for the proton transfer at least the
proton position and the distance between donor and acceptor
atoms must be accounted for, while IC1 includes at the very
least the torsion along the Cg—C;—N;-Cq4 dihedral angle).
Besides, the ESIPT and IC processes just described occur
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competitively as they start off the same reactant so that they
ought to be considered at the same time. At present, building
an analytical representation of the PESs of the ground and
photoactive states simultaneously, that is sufficiently detailed
and includes all relevant degrees of freedom, is still a daunt-
ing task and modeling is needed. To this end, let us analyze
the topographical features found so far for the ESIPT and
IC1 processes, to tailor a reasonable methodology to study
the dynamics of the system. The ESIPT process has been
described as ultrafast (7gpp<50 fs) and, as seen in Sec.
III A (see Fig. 1), takes place along a purely downhill poten-
tial energy profile which lacks a saddle point, and results in a
potential energy loss of about 8 kcal mol™". Tt seems reason-
able to assume that this process will involve essentially the
motion of the proton, with maybe a certain degree of motion
of the donor and acceptor atoms, while the rest of the mol-
ecule remains approximately static for times substantially
longer than those required for the products of the ESIPT to
form. As for IC1, experimental data available also describe it
as very fast. According to Ref. 30 the whole decaying pro-
cess lasts 3.3 ps, whereas the time needed to reach the CI
region of the PES is estimated to be within 500 fs. The
results presented in Sec. IIT A reveal that this process in-
volves a CI between S, and S;. The potential energy profile
on S on the surroundings of the Franck—Condon point (see
Fig. 2) suggests a steep downhill monotonous potential en-
ergy profile, much more pronounced in fact than that of the
ESIPT. Besides, motion along this potential energy profile
must be almost purely the torsion of the Cg—C;—N;—Cg di-
hedral angle from 180° to about 90° until the CI region is
reached. Thus, it is reasonable that this motion should be
very fast, except for the pronounced inertial effect due to the
large mass of the atoms involved (because almost all atoms
move).

Thus, the potential energy profiles found in Sec. III A
agree, in principle, with the experimental observations re-
garding the decay times of the enol species in the photoac-
tive state. It is nevertheless true that both processes occur at
the same time after photoexcitation and should to be consid-
ered simultaneously. Interference between both processes
could take on two different shapes: effects on the branching
ratio between both reaction channels after photoexcitation
and effects caused in a given channel due to interference
from density coming from the other reaction channel once
the wave packet has reached the latter channel’s end and has
been reflected. However, because (1) both are energetically
strictly downhill processes, (2) both have been described as
very fast, and most important (3) experimental data are ob-
tained from the decay of the photoexcited enol form of SA
(the Franck—Condon species), we think it is reasonable to
study both processes separately, obtaining the rate at which
the population of photoexcited enol species disappears
through each process without considering the presence of the
other. Of course, by proceeding in this way a reasonable
estimate can be obtained for the decay times, 7gpr and
7ic, but not on the branching ratio among both competitive
processes.
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FIG. 3. (Color online) DFT and TDDFT relaxed potential energy profiles for the proton transfer in S, (left) and S, (right), respectively. Potential energy values
in the y-axis are referred to the energy of the Cj cis-enol minimum in S, and shown in atomic units. The abscissa values correspond to arc-length distances
in isoinertial coordinates of any given structure to that of the Cy cis-enol minimum in S, (for the ground state, left) and to that of the Cs Franck-Condon

structure in S, (right).

1. Dynamical study of the ESIPT process

The ESIPT process described herein so far for SA is very
similar to that studied recently by us occurring in
1—hydroxy—2—aceton'¢1phtone.74 In the present case not even a
small potential energy barrier exists on the photoactive elec-
tronic state between enol and cis-keto forms. Accordingly we
feel justified in using the same dynamical approach, which
we summarize here. In essence, a monodimensional (1D)
approach has been used to represent appropriately the main
characteristics of the ESIPT process. First, relaxed potential
energy profiles have been built for S, and S, using restrained
energy minimizations at different values of the O-H distance
and covering the full range of distances going from reactants
to products of the proton transfer. Next, the distance in an
isoinertial coordinate spy (for “proton transfer”) between any
two consecutive geometries in this profile has been calcu-
lated, assigning the value spr=0 to the geometries of the
points, where the O-H distances match that of the potential
energy minimum in S, (1.0 A). The rest of the geometries
are assigned spr values that represent the isoinertial arc-
length distance in configurational space from that geometry
to the minimum of potential energy (in S;) or to the Franck—
Condon structure (in S;). Because of the nature of the pro-
cess, most of the changes in the values of spy along this
profile are originated by displacement of the proton, but due
to the fact that the geometries have been computed using
constrained optimization of all parameters except the O-H
distance, all atoms have moved and thus their contribution is
contained in the variation of spr. We have used this approach
to represent processes dynamically in a simplified way be-
fore with success.”*™"® Figure 3 displays the relaxed potential
energy profiles describing the proton transfer in the ground
electronic and photoactive states as a function of the isoin-
ertial coordinate spy. As defined, values of spr close to zero
represent structures very similar to the reactant species,
whereas large positive values of spy identify structures close
to products (i.e., cis-keto structures).

Having defined a set of potential energy profiles and a
single coordinate value to represent the extent of the ESIPT
process, quantum dynamics on this potential energy profile is
possible. As explained in Sec. I, an initial state is needed to

start the integration of the time-dependent Schrédinger equa-
tion, Eq. (1). This initial state, as mentioned, is obtained
through diagonalization of the matrix representation of the
Hamiltonian of S, (in atomic units),
2
o= 2L (s, 5)
2 dspr

to yield the ground vibrational state as a function of the
ESIPT coordinate spy. Notice that the mass is missing from
the kinetic energy term, as it is included in the definition of
the isoinertial coordinate spy. Given that in our approach we
study now only the ESIPT process, the spy coordinate repre-
sents only geometrical transformations in the process enol to
cis-keto, the ground vibrational state describes mainly mo-
tion of the proton relative to the donor and acceptor atoms
and has accordingly no information about the IC process.
Thus, we label this initial state as |¢/(spr)). The photoexci-
tation process is simply simulated by promoting | (spr)) to
S;. This is possible and meaningful because the choice for
spr=0 is the same for both electronic states, even though for
values of spr far from zero, it is also true that both 1D paths
could visit areas of configurational space that could be in-
creasingly diverging, as spy departs from zero. |¢/y(spr)) is an
eigenstate of the ground electronic state Hamiltonian, but not
of the excited state Hamiltonian, where its time evolution is
obtained solving Eq. (2) using the FFT. The excited state
dynamics has been followed for 1 ps.

We are interested in the decay time along this reaction
channel. Experimentally, the fluorescence response signal
obtained for the enol form has been fitted to a multiexponen-
tial function, usually of the form

1= A", (6)

where 7; is the decay time of reaction (or deactivation) chan-
nel i, and A; provide information on the branching ratio for
each reaction (or deactivation) channel. As such, Tggpr rep-
resents the time needed to cause a decrease of signal to 1/e
of its initial value, through activity of the ESIPT channel.
The autocorrelation function (¢(0) | A1)} can be used to this
end, as it represents the overlap of the wave packet at any
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FIG. 4. (Color online) Modulus of the autocorrelation function represented
as a function of time for the dynamical simulation of the ESIPT in S;.

time with itself at r=0. Thus, according for instance to
Sakurai,79 the autocorrelation function (also known as corre-
lation amplitude) provides a quantitative measure of the “re-
semblance” between the state kets at different times. When
the modulus of the autocorrelation function goes to 1, this
means that the wave packet is physically in the same region
of space where it was originally and approximately with the
same shape, whereas when the modulus of the autocorrela-
tion function goes to zero, it means that the wave packet has
moved away from its starting point. The modulus of the au-
tocorrelation function is depicted in Fig. 4.

The analysis of the autocorrelation function in Fig. 4
reveals a certain periodic behavior in which the function
goes through maxima—representing partial regeneration of
the initial wave packet—every 150 fs approximately. Finally,
the value of ¢ at which the autocorrelation function goes
down to 1/e is 49.6 fs, which can be accepted as our esti-
mate for 7ugpr, in good agreement with experimental data
available. This value is similar to values theoretically
proposed for barrierless’ or almost barrierless’* ESIPT
processes.

Before continuing to the next dynamical aspect of the
complete process, it is necessary to remark that the pro-
nounced periodicity observed in Fig. 4 would not likely be
found experimentally to the same extent. At large ¢ values the
actual system would have seen other degrees of freedom
(i.e., vibrations) activated because they must be coupled to
the proton motion. Thus, the energy content of the degrees of
freedom that have been activated would increase, obtaining
their energy from the proton motion, in our case represented
by the spr coordinate. In actuality one should expect these
recurrences to die out much faster than in our simulation and
the system to finally stabilize after some time in the prod-
ucts’ (cis-keto) region, that is, regions with large spy.

2. Dynamical study of the IC1 process

Finally, we turn our attention to determining, on theoret-
ical grounds, an estimate of the time it takes to depopulate of
photoexcited wave packet the Franck—Condon area of §; to-
ward the IC1 channel region. The potential energy landscape

J. Chem. Phys. 129, 214308 (2008)
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FIG. 5. (Color online) DFT and TDDFT relaxed potential energy profiles for
the torsion of the Cg—C;—N;—Cg dihedral angle in Sy (solid lines) and S,
(dashed lines), respectively. Potential energy values in the y-axis are referred
to the energy of the Cg enol minimum in Sy and shown in atomic units. The
abscissa values correspond to isoinertial arc-length distance of any given
structure to that of the Cy cis-enol minimum in S, (left) and Cg Franck-
Condon structure in S, (right).

for the IC1 process in the enol area of S| shows a very steep
downhill profile, and as seen in Fig. 2 it is the torsion
C3—C;—N;-Cq that is the main geometrical parameter in-
volved in such energy decrease. Given that this torsion is the
main character in the IC1 channel, it seems reasonable to
approximate this process again with a 1D process as done in
the ESIPT case. Hence, we have now built another relaxed
potential energy profile for S, and S; using constrained en-
ergy minimizations at different values of the Cg—C;—N;-Cg¢
dihedral angle, covering all values from 180° (meaning pla-
nar structure) to values of about 90°, where the CI is found.
Because of the symmetry of the molecule, the potential must
be symmetrical with respect to the dihedral value of 180°,
and has been replicated manually. As before, the isoinertial
arc-length distance has been computed, assigning the zero
value to the Cg enol structure. At this point, we highlight that
this isoinertial coordinate represents an entirely different
path in configurational space than spy did in the dynamical
study of the ESIPT above, and to emphasize this, we choose
to name it differently (s;¢,, for IC1). As before, the s;c; value
at a point in the path reflects the displacements of all atoms
along the IC1 channel, that is to say, the amount of geometri-
cal distortion experienced upon twisting of the
Cg—C;—N;—Cg dihedral angle. The potential energy profiles
obtained are depicted in Fig. 5 and deserve some analysis.

The abscissa values in Fig. 5 are sensibly larger than
those in Fig. 3. This is the natural consequence of the isoin-
ertial character of the spr and s1¢; coordinates, and that in the
IC channel what actually happens is a substantial amount of
heavy atom motion. Another relevant point to highlight is the
presence of a tiny maximum at s;c;=0 in the electronic
ground state. Actually, s;c;=0 corresponds to the structure
with the smallest energy that lies completely in a plane, and
as mentioned in Sec. III A of this paper, such structure is not
a minimum, but a transition-state structure. The system
can see its potential energy slightly lowered (by
—0.75 kcal mol™") upon twisting of the N;—Cq bond, which
is permitted in this profile.
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FIG. 6. (Color online) Modulus of the autocorrelation function represented
as a function of time for the dynamical simulation of the torsion of the
Cg—C,—N,;-C4 dihedral angle in S,.

Yet the point deserving more attention is the S, potential
energy profile. A clear strongly downhill trend is seen around
sic1=0 and it is likely that this repulsive component is going
to determine the short-time dynamics in this channel. How-
ever, Fig. 5 shows clearly that this decrease turns into a
sudden energy increase for values |sic;|=1.20 X 10* a.u.. At
these values of s the Cg—C;—N;—Cy4 dihedral angle is bent
close to 90° so this section of the graph represents points
neighboring the CI. Note that as we are optimizing the two
electronic states separately, we are not truly arriving at the CI
point so that now there is a relatively large energy difference
between both states at the CI region of ~30 kcal mol™'. In
the S, profile of Fig. 5, points with s;¢; >1.20X 10° a.u. and
s1c1 <—1.20X 10* a.u. are on a different diabatic state than
those with —1.20X 10° a.u. <s;¢;<1.20X 10° a.u. Defi-
nitely, a comprehensive dynamical treatment of this nonadia-
batic system should be done through diabatization of the S,
and S; adiabats and quantification of the couplings between
the diabats. Then, an outcome of the simulation would be
also the time evolution of the ground and excited state popu-
lations. However, we have no experimental data regarding
this latter issue; we are rather interested in knowing how
long it takes for the wavepacket to leave the Franck—Condon
area in Sy, for this is the magnitude measured by 7. Given
the repulsive nature of the §; potential energy curve, we
assume that when the wave packet reaches the neighborhood
of the CI—which is where the dynamics would turn
inaccurate—it would be long gone from the Franck—Condon
area. Hence, a dynamical simulation on the sector of the S,
adiabat that is comprised between [sic;|=1.20X 10 a.u.
should provide a reasonable estimate of 7ic;.

The simulation is carried out analogously as in the ES-
IPT case, determining first the ground vibrational state of S,
in terms of the IC1 isoinertial coordinate s;-;, and then em-
ploying the FFT approach to integrate the time-dependent
Schrodinger equation. In this case, the simulation has only
been integrated until 7=300 fs. Figure 6 shows the modulus
of the autocorrelation function for the dynamics in §;. As
mentioned before, the autocorrelation function provides a
quantitative measure of the resemblance between the state
kets at different times.”” It is surprising how quickly the au-
tocorrelation function goes to zero—actually faster than for
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FIG. 7. Model for the photochemistry of SA as inferred from the electronic
structure and dynamical results obtained in this work. DFT (S,) and TDDFT
(S,) energies (in kcal mol™') are referred to the Cs enol in Sy. Solid lines
represent reaction paths that maintain the planar (Cg) symmetry whereas
out-of-plane reaction paths are indicated by dashed lines. A double cone
symbol is posted on the regions of the CIs between S, and S,. The arrows at
the foot of the figure indicate the processes that occur along the paths. The
times corresponding to the ESIPT process and the competing relaxation
channel from the enol tautomer in S; are also depicted. For atom numbering,
see Scheme 1.

the ESIPT process—even though there is heavy atom motion
to a much larger extent. This must be a consequence of the
marked downhill character of the S, potential energy profile.
Trying to establish a value for 7j¢; based on the time it takes
to the modulus of the autocorrelation function to drop to 1/¢
of its value at 7=0 yields a theoretical estimate of 37.7 fs for
7ic1» well below the experimental estimate.

Finally, we want to clarify why a dynamical simulation
of the IC2 process has not been undertaken. While it is true
that enough data have been obtained to enable a 1D dynami-
cal approach of quality analogous to that of the IC1 process,
it is nonetheless true that an initial state for the dynamical
study of the second IC process cannot be obtained so easily.
Experimentally, the second IC starts off where the ESIPT
ends. Our ESIPT simulation is reasonable and thus we have
such a final state for |¢sspr) but one needs to remember that
this state is projected onto spr, that is, a 1D path that contains
mainly O-H---N motion and no displacements along
C3—Cg—C;—Nj. Thus, if we name the path for the second
IC s51¢», One can say that s;c, and spy are orthonormal. Thus
W(spy) has no information at any time on the density along
the second IC channel and cannot be used as starting state for
the dynamics. To obtain an estimate of 730, one should do
dynamics on, at least, a two-dimensional surface which si-
multaneously represented the energy landscape along s)c
and spr, which lies beyond the scope of this work.

IV. CONCLUSIONS

Finally, we are able to discuss the expected photochem-
istry of SA. To do so we have devised a “full picture” of the
energy variations along the different molecular motions that
will likely play a role. Figure 7 depicts such a picture in a
very schematic way. As the real photochemistry of SA in-
volves the participation of reaction coordinates of different
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nature, we have used in Fig. 7 solid lines for the reaction
paths that maintain the planar symmetry (i.e., the ESIPT) and
dashed lines for the out-of-plane reaction paths.

Radiation of suitable energy (339 nm according to our
best calculations) places the enol tautomer in the first singlet
excited electronic state S;. After electronic excitation, the
molecule is no longer a minimum energy structure but is in a
very unstable conformation that may relax to an energy mini-
mum. However, according to our TDDFT calculations, such
an energy minimum in the enol region does not exist in Sy,
and thus the photoexcited enol molecules may evolve rap-
idly. The evolution of the system in §; may occur through
two different channels: ESIPT and ICI1.

An ESIPT process may happen to form the excited
cis-keto” tautomer. Due to the ultrafast nature of the process,
thinking that the proton transfer process will take place in the
Cg symmetry is a reasonable approximation. However, the
planar cis-keto” tautomer is not a stable structure in S; and
may undergo out-of-plane torsions to gain some energy sta-
bility. This ESIPT has been simulated too occur within 49.6
fs. Later, the torsion that leads to the cis-trans isomerization
process (through the Cg—C; bond, process IC2) is connected
to a CI between S, and S;. At this point, the cis-keto* mol-
ecules may deactivate to S, to form either the trans-keto as
the final photoproduct or the cis-keto minimum where, due
to the very low reverse proton transfer energy barrier, would
form again the enol tautomer, closing the photochemical
cycle and allowing a new photoactivation to start again the
process.

A second deactivation path, which is competitive with
the ESIPT, is open for the enol* molecules (IC1). By a twist-
ing around the C;—N; bond up to a point where the proton
transfer process is virtually impossible, a second CI between
So and S is reached. The quantum dynamical simulation of
the deactivation channel IC1 revealed a decay time of 37.7 fs
to leave the excited enol* region. Transit through this CI will
bring the system to Sy, either by staying in the same diabatic
state (bringing the system to the enol minimum in Sy, closing
the photocycle) or by changing the diabatic state. In the latter
case a stable minimum corresponding to a strongly twisted
enol (indicated as tw-enol in Fig. 7) conformation lying
15.15 kcal mol™! above the Cg enol structure in S, would be
assumed.
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