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The present document exposes a different approach for haptic rendering, defined as the simulation of force interactions to reproduce the sensation of surface relief in dense models. Current research shows open issues in timely haptic interaction involving large meshes, with several problems affecting performance and fidelity, and without a dominant technique to treat these issues properly.

Relying in pure geometric collisions when rendering highly dense mesh models (hundreds of thousands of triangles) sensibly degrades haptic rates due to the sheer number of collisions that must be tracked between the mesh's faces and a haptic probe. Several bottlenecks were identified in order to enhance haptic performance: software architecture and data structures, collision detection, and accurate rendering of surface relief.

To account for overall software architecture and data structures, it was developed a complete component framework for transforming standalone VR applications into full-fledged multi-threaded Collaborative Virtual Reality Environments (CVREs), after characterizing existing implementations into a feature-rich superset. Enhancements include: a scalable arbitrated peer-to-peer topology for scene sharing; multi-threaded components for graphics rendering, user interaction and network communications; a collaborative user interface model for session handling; and interchangeable user roles with multi-camera perspectives, avatar awareness and shared annotations. We validate the framework by converting the existing ALICE VR Navigator into a complete CVRE, showing good performance in collaborative manipulation of complex models.

To specifically address collision detection computation, we derived a conformal algebra treatment for collisions among points, segments, areas, and volumes, based on collision detection in conformal $\mathbb{R}^{4,1}$ (5D) space, and implemented in GPU for faster parallel queries. Results show orders of magnitude time reductions in collisions computations, allowing interactive rates.

Finally, the main core of the research is the haptic rendering of surface mesostructure in large meshes. Initially, a method for surface haptic rendering was proposed, using image-based Hybrid Rugosity Mesostructures (HRMs) of per-face heightfield displacements and normalmaps layered on top of a simpler mesh, adding greater surface detail than actually present. Haptic perception is achieved modulating the haptic probe's force response using the HRM coat. A usability testbed framework was built to measure experimental perfor-
mance with a common set tests, meshes and HRMs. Trial results show the goodness of the proposed technique, rendering accurate 3D surface detail at high sampling rates.

This local per-face method is extended into a fast global approach for haptic rendering, building a mesostructure-based atlas of depth/normal textures (HyRMA), computed out of surface differences of the same mesh object at two different resolutions: original and simplified. For each triangle in the simplified mesh, an irregular prism is considered defined by the triangle’s vertices and their normals. This prism completely covers the original mesh relief over the triangle. Depth distances and surfaces normals within each prism are warped from object volume space to orthogonal tangent space, by means of a novel and fast method for computing barycentric coordinates at the prism, and storing normals and relief in a sorted atlas. Haptic rendering is effected by colliding the probe against the atlas, and effecting a modulated force response at the haptic probe. The method is validated numerically, statistically and perceptually in user testing controlled trials, achieving accurate haptic sensation of large meshes’ fine features at interactive rendering rates, with some minute loss of mesostructure detail.
Resum

En aquesta tesi es presenta un novedós enfocament per a la percepció hàptica del relleu de models virtuals complexes mitjançant la simulació de les forces d’interacció entre la superfície i un element de contacte. La proposta contribueix a l’estat de l’art de la recerca en aquesta àrea incrementant l’eficiència i la fidelitat de la interacció hàptica amb grans malles de triangles.

La detecció de col·lisions amb malles geomètriques denses (centenars de milers de triangles) limita la velocitat de resposta hàptica degut al gran nombre d’avaluacions d’intersecció cara-dispositiu hàptic que s’han de realitzar. Es van identificar diferents alternatives per a incrementar el rendiment hàptic: arquitectures de software i estructures de dades específiques, algorismes de detecció de col·lisions i reproducció hàptica de relleu superficial. En aquesta tesi es presenten contribucions en alguns d’aquests aspectes.

S’ha proposat una estructura completa de components per a transformar aplicacions aïllades de Realitat Virtual en Ambients Col·laboratius de Realitat Virtual (CRVEs) multi-thread en xarxa. L’arquitectura proposada inclou: una topologia escalable punt a punt per a compartir escenes; components multithread per a visualització gràfica, interacció amb usuaris i comunicació en xarxa; un model d’interfície d’usuari col·laboratiu per a la gestió de sessions; i rols intercanviables de l’usuari amb perspectives de múltiples càmeres, presència d’avatars i anotacions compartides. L’estructura s’ha validat convertint el navegador ALICE en un CVRE completament funcional, mostrant un bon rendiment en la manipulació col·laborativa de models complexes.

Per a incrementar l’eficiència del càlcul de col·lisions, s’ha proposat un algorisme que treballa en un espai conforme $\mathbb{R}^{4,1}$ (5D) que permet detectar col·lisions entre punts, segments, triangles i volums. Aquest algorisme s’ha implementat en GPU per tal d’obtenir una execució paral·lela més ràpida. Els resultats mostren reduccions en el temps de càlcul de col·lisions permetent resposta interactiva.

Per a la percepció hàptica de malles complexes que modelen objectes rugosos, s’han proposat diferents algorismes i estructures de dades. Les denominades Mesoestructures Híbrides de Rugositat (HRM) permeten substituir els detalls geomètrics d’una cara (rugositats) per una textura de normals i una altra d’alçades. La percepció hàptica s’aconsegueix modulant la força de resposta entre el dispositiu hàptic i la HRM. Els tests realitzats per
avaluar experimentalment l’eficiència del càlcul de col·lisions i la percepció hàptica utilitzant HRM respecte a modelar les rugositats amb geometria, van mostrar que la tècnica proposada va ser encertada, permetent percebre detalls de superfície 3D correctes a altes tases de mostreig.

El mètode anterior es va estendre per a representar rugositats d’objectes. Per a fer-ho es proposa substituir l’objecte per un model simplificat i un atles de mesoestructures en el que s’usen textures de normals i de relleus (HyRMA). Aquest atles s’obté a partir de la diferència en el detall de la superfície entre dos malles del mateix objecte: l’original i la simplificada. A partir d’un triangle de la malla simplificada es construeix un prisma, definit pels vèrtexs del triangle i les seves normals, que engloba completament el relleu de la malla original sobre aquest triangle. Les alçades i normals dins de cada prisma es transformen des de l’espai de volum a l’espai ortogonal tangent, usant un mètode novedós i eficient que calcula les coordenades baricèntriques relatives al prisma, per a guardar el mapa de textures transformat en un atles ordenat. La percepció hàptica s’aconsegueix detectant directament les col·lisions entre el dispositiu hàptic i l’atles, i modulant la força de resposta d’acord al resultat de la col·lisió. El mètode s’ha validat numèricament, estadísticament i perceptualment en tests amb usuaris, aconseguint una correcta i interactiva sensació tàctil dels objectes simulats mitjançant la mesoestructura de les malles, amb una pèrdua molt menor de detall.
En esta tesis se presenta un enfoque novedoso para la percepción háptica del relieve de modelos virtuales complejos mediante la simulación de las fuerzas de interacción entre la superficie y un elemento de contacto. La propuesta contribuye al estado del arte de investigación en este área incrementando la eficiencia y fidelidad de interacción háptica con grandes mallas de triángulos.

La detección de colisiones con mallas geométricas densas (cientos de miles de triángulos) limita la velocidad de respuesta háptica debido al elevado número de evaluaciones de intersección cara-dispositivo háptico que deben realizarse. Se identificaron diferentes alternativas para incrementar el rendimiento háptico: arquitecturas de software y estructuras de datos específicas, algoritmos de detección de colisiones y reproducción háptica de relieve superficial. En esta tesis se presentan contribuciones en algunos de estos aspectos.

Se ha propuesto una estructura completa de componentes para transformar aplicaciones aisladas de Realidad Virtual en Ambientes Colaborativos de Realidad Virtual (CRVEs) multithread en red. La arquitectura propuesta incluye: una topología escalable punto a punto para compartir escenas; componentes multithread para visualización gráfica, interacción con usuarios y comunicación en red; un modelo de interfaz de usuario colaborativo para la gestión de sesiones; y roles intercambiables del usuario con perspectivas de múltiples cámaras, presencia de avatares y anotaciones compartidas. La estructura se ha validado convirtiendo el navegador ALICE en un CVRE completamente funcional, mostrando un buen rendimiento en la manipulación colaborativa de modelos complejos.

Para incrementar la eficiencia del cálculo de colisiones, se ha propuesto un algoritmo que trabaja en un espacio conforme $\mathbb{R}^{4,1}$ (5D) que permite detectar colisiones entre puntos, segmentos, triángulos y volúmenes. Este algoritmo se ha implementado en GPU a efectos de obtener una ejecución paralela más rápida. Los resultados muestran reducciones en el tiempo de cálculo de colisiones permitiendo respuesta interactiva.

Para la percepción háptica de mallas complejas que modelan objetos rugosos, se han propuesto diferentes algoritmos y estructuras de datos. Las denominadas Mesoestructuras Híbridas de Rugosidad (HRM) permiten substituir los detalles geométricos de una cara (rugosidades) por una textura de normales y otra de alturas. La percepción háptica se consigue modulando la fuerza de respuesta entre el dispositivo háptico y la HRM. Los tests realiza-
dos para evaluar experimentalmente la eficiencia del cálculo de colisiones y la percepción háptica utilizando HRM respecto a modelar las rugosidades con geometría, mostraron que la técnica propuesta fue acertada, permitiendo percibir detalles 3D correctos a altas tasas de muestreo.

Este método anterior es extendido a un procedimiento global para representar rugosidades de objetos. Para hacerlo se propone sustituir el objeto por un modelo simplificado y un atlas de mesoestructuras usando texturas de normales y relieves (HyRMA). Este atlas se obtiene de la diferencia en detalle de superficie entre dos mallas del mismo objeto: la original y la simplificada. A partir de un triángulo de la malla simplificada se construye un prisma definido por los vértices del triángulo a lo largo de sus normales, que engloba completamente el relieve de la malla original sobre este triángulo. Las alturas y normales dentro de cada prisma se transforman del espacio de volumen al espacio ortogonal tangente, usando un método novedoso y eficiente que calcula las coordenadas baricéntricas relativas a cada prisma para guardar el mapa de texturas transformado en un atlas ordenado. La percepción háptica se consigue detectando directamente las colisiones entre el dispositivo háptico y el atlas, y modulando la fuerza de respuesta de acuerdo al resultado de la colisión. El procedimiento se ha validado numéricamente, estadísticamente y perceptualmente en ensayos con usuarios, consiguiendo a tasas interactivas la correcta sensación táctil de los objetos simulados mediante la mesoestructura de las mallas, con alguna pérdida muy puntual de detalle.
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Introduction

This chapter introduces the motivation that gave rise to the present work, enunciating the formulated problem statement, the main objective[s] driving the research, a summary of obtained results, and the list of papers detailing the contributions arising from this endeavor.

1.1 General Motivation

Haptic perception is a general term denoting the ability to sense variations in geometry, roughness, texture and other volume or surface detail by touch alone, allowing immediate bidirectional interaction between humans and computer-generated objects placed in virtual environments.

Haptic rendering, defined as the simulation of force interactions to reproduce the sensation of surface relief in dense models, requires of special data structures and force-feedback devices having optimal sampling rates of 1000+ Hz to produce accurate touch sensation for model perception. High frequencies are necessary to get closer to natural physical levels of manipulation, necessary in fields such as nanomaterials handling, surgical training, virtual prototyping, machine assembly and digital sculpting. Current research shows open issues in timely haptic interaction involving large models, with several problems affecting performance and fidelity, and without a dominant technique to treat these issues properly.

Relying in pure geometric collisions when rendering highly dense mesh models (ranging from hundreds of thousands to several millions of triangles) sensibly degrades the optimal haptic rates, caused by the sheer number of collisions and force interactions that must be tracked and computed between the mesh’s triangle faces and a haptic probe. These identified bottlenecks need to be addressed in order to ensure non-degraded/enhanced haptic performance: overall software architecture and data structures, efficient collision detection, and accurate haptic rendering of surface relief.
1.2 Thesis Problem Statement

The purpose of this thesis is to enhance the resulting user perception experience when haptically rendering surface details of highly complex models. We will address this by postulating coupled strategies to ensure “as fast as possible” accurate sensing of haptic generated detail. In particular, a threaded software architecture decoupling image and haptic rendering, fast parallel collision detection, efficient data structures and speedy haptic rendering algorithms that take advantage of all of the above, substituting the objects’ geometry by an image-based approach which encodes geometric surface volume detail in a special tangent space flat texture containing relief and surface normals values. The resulting approach will allow haptical rendering of very dense geometric models in real time, without incurring in performance penalties that might degrade the touch sensation in overall user experience.

1.3 Objective

The objective of the research is to develop strategies for a hybrid image-based haptic rendering approach for fast and accurate perception of surface features, ranging from fine creases to major topographic features, and providing a measure of performance against the existing geometric-based haptic rendering algorithms.

The general idea, as in visualization, would be the simulation of roughness and other surface features without having to increase the geometric density of the model, and compare the results of applying both techniques to the same model.

1.4 Organization of this document and its contributions

The document has been divided into chapters, each one treating its own research topic separately for better comprehension of the thesis development process.

We will now describe in chronological sequence the main contributions of our research in the following areas: pertinent review of past literature; collaborative virtual reality environment framework; per-face image-based haptic rendering; collision detection in conformal space; and haptic rendering using tangent-space atlases of displacement textures and normalmaps in substitution of actual geometry.
1.4 Organization of this document and its contributions

1.4.1 Review of related works

Chapter 2 recognizes and evaluates important contributions in the separate areas covered by this research. It is organized by topic, with a commentary on their relevance and suitability, highlighting the issues they do (or do not) address. A conclusion of this review is that the current state of the art provides a space in which the presented work has the potential of adding knowledge and know-how to the chosen fields.

1.4.2 Collaborative Virtual Reality Environment Framework

Chapter 3 develops an emerging taxonomy for the characterization of Collaborative Virtual Environments, which is applied to design an add-on scalable component framework that easily incorporates emerging collaboration features to stand-alone Virtual Reality Applications.

Starting from a software architecture perspective, known Collaborative Virtual Reality Environments (CVREs) were studied to devise a proper taxonomical characterization table from the meanings and subtypes of copresence that structure human interaction in virtual environments.

Based on the described collaborative features we developed a “snap-on” superset framework for evolving complete Collaborative Virtual Reality Environments (CVREs) out of existing standalone VR applications. The main result of our approach is a multithreaded architecture with a scalable peer-to-peer network topology that incorporates session layer management, a crossplatform message-passing communications library, and a hybrid collaborative interaction model with multiple avatar roles. The framework adjusts easily to working VR tools without affecting graphics performance.

1.4.2.1 Contributed publications from this area


1.4.3 Per-face Image-based Haptic Rendering

Chapter 4 proposes a faster method for surface haptic rendering using per-face image-based Hybrid Rugosity Mesostructures (HRMs), with usability trial results and user testing evaluations.

For the haptic part, we developed first a local per-face image-based rendering approach for substituting geometric detail. This method however, although accurate and fast for large planar surfaces, has several shortcomings across mesh edges in non-planar meshes, requiring smoothing functions for stitching displacement textures across edges. This first approach’s goals were:

(i) A specific model and algorithm for rendering image-based mesostructure surface details, mapping dual displacement and normal maps onto underlying simplified geometries (section 4.3);

(ii) A blending function for smoothing height/normal computation at folding edges and mesostructure transitions (subsections 4.3.1 and 4.3.2); and

(iii) A battery of usability benchmark tests over a chosen set of meshes and mesostructures, allowing qualitative measures of feature perception at varying resolutions (section 4.4).

Using the previous experimental testing protocol, we achieve accurate haptic perception of fine surface detail without compromising rendering rates or fidelity of touch, with the stated objective of rendering complex detail not present in the original geometry at very low processing costs.

1.4.3.1 Contributed publications from this area

1.4 Organization of this document and its contributions


1.4.4 Collision Detection

Chapter 5 presents an unified geometric algebra treatment that shifts collision detection from euclidean $\mathbb{R}^3$ space to a higher conformal $\mathbb{R}^{4,1}$ space, providing an elegant abstract level to compute collisions among points, vectors, areas and other solid objects. It was developed as a SIMD GPU (CUDA) implementation to account for the increase in dimensionality, providing close to optimal interactive rates.

Results show expected interactive rates improvements when computing collisions and intrusions among known mesh models, providing close to optimal framerates for standard collision implementations, without using any hierarchical bounding volumes or other pre-filtering schemes.

1.4.4.1 Contributed publications from this area


1.4.5 Haptic Rendering using Tangent-space Atlases

Chapter 6 details a fast global approach for haptic rendering relying on image-based Hybrid Rugosity Mesostructure Atlas in tangent space, allowing real-time accurate perception of surface relief detail in large models meshes, validated in numerical, statistical and perceptual metrics.

The approach builds an atlas of per face displacement textures and corresponding normalmaps in substitution of actual geometry, which grows as a generalization of the rugosity
mesostructures for accelerating haptic rendering described in Chapter 4.

A two-step global procedure encodes all relief detail by generating an image-based Hybrid Rugosity Mesostructure Atlas (HyRMA) shell, capturing the surface detail of a dense mesh by obtaining depth differences in piecewise triangular prism volumes extruded from the triangles of the simplified version of the same mesh, and then warping all depth information into corresponding orthogonal triangular prisms. The warped depth differences (and corresponding unwarped normals) are then stored as a non-contiguous 4-channel (RGBA) texture atlas in tangent space. In the rendering step, the 4-channel tangent-based texture is then used as input to a relief shader which is applied to a simpler mesh, constructed as a highly decimated versions of the original denser mesh, thus rendering the original mesostructure detail with a lot less triangles.

The first contribution of this global approach is guaranteed geometric continuity \([G^0\text{ and } G^1]\) across all faces. The second one is producing accurate correspondence between surface detail visualization and the perception of its fine features without compromising rendering framerates, accounting for a qualified loss of minor mesostructure detail.

The method is validated threefold: geometrically, by sampling and verifying a trajectory, showing no surface differences between pure geometric and HyRMA-rebuilt models; statistically, by obtaining haptic atlas rendering metrics showing optimal haptic/visual rendering framerates; and perceptually, by user testing and usability controlled trials measuring accurate haptic sensation of large meshes’ fine features at interactive rendering rates.

### 1.4.5.1 Contributed publications from this area


1.4.6 Discussion

Lastly in Chapter 7, appropriate conclusions from this work are drawn, its principal achievement being that the techniques described herein constitute a quantifiable better alternative for haptic rendering, pointing to future work in the area with some intended extensions for real-time synthesis of multiresolution haptic textures.
Haptic rendering depends on “as fast as possible” real-time interactions at feedback rates around 1 KHz. Avoiding slowdowns and/or interruptions requires devising strategies that attack those areas where suboptimal sampling might impede timely manipulation and response. Haptic interaction performance is affected by (i) the underlying Collaborative virtual Environment’s distributed/threaded architecture, (ii) Collision Detection Computation Strategies, (iii) Haptic Rendering algorithms, and (iv) Image-based Haptic Approaches for Geometry Substitution. In the following sections we will address separately relevant research on each of these topics.

2.1 Collaborative Virtual Environments (CVEs)

Distributed environments have been around since the introduction of the first networks. Scope and complexity have kept pace with distributed systems evolution, migrating towards distributed processing, data sharing, multiple execution threads and sophisticated display technology.

Virtual Reality (VR) and Augmented Reality (AR) tools have been applied in all engineering fields in order to avoid the use of physical prototypes, to train in high risk situations, and to interpret real or simulated results. In medical applications they help patient monitoring, interpretation of scanned data and surgery planning. In architectural settings enable designing, building, visiting and stress-testing upcoming facilities. In these Virtual Reality Environments or VREs, individual users inspect 3D scenes, navigate inside models and manipulate objects and properties.

However, most implementations of VREs usually begin as standalone applications, with collaboration requests arising from the natural desire of exchanging experiences. Allowing several clients to collaborate on the inspection of a model usually requires the development of a whole new application with distributed capabilities, adding network communications, and in general confronting code portability problems due to the absence of a migration strategy.
Computer Support for Cooperative Work (CSCW) as defined by Schuckman et al. [119] is an umbrella term for distributed applications in which multiple users collaborate toward common goals, under a high level event notification and message passing architecture. When combined with several degrees of information sharing, 3D data visualization and real world user- interaction metaphors they become Collaborative Virtual Reality Environments or CVE’s. Remote participants using visual identities (called avatars) may navigate inside the virtual space, interact with other remote avatars, and propagate changes to neighboring objects.

2.1.1 Copresence as shared sensations

A taxonomy of the meanings and subtypes of copresence structuring human interaction in virtual environments is proposed by Zhao in [160], defined as the relationship between the physical conditions and the sense of being with others and how the former conditions the latter. Masa [79] describes the sensations users need to perceive for a complete experience in a CVRE:

- A shared sense of location in (3D) space.
- A shared sense of (real) time.
- A shared sense of co-presence (using avatars).
- A shared (external) communication channel (text, speech or video).
- A sharing mechanism for object manipulation.

Any incarnation of a CVRE aiming to produce realistic interactions with users must address and implement solutions for all five of these expected sensations.

2.1.2 Copresence CVE implementations

Among the first available distributed virtual environments was DIVE [14], in which all users were equal peers, communicating among themselves to synchronize state, environment and display information. In MASSIVE–3 [44], another early DVE, the approach used is the transmission of images and video in Virtual Reality (VR) or Augmented Reality (AR) environments. A review of simulation CVE’s developed at the US Air Force Institute, such as SIMNET and its successors is presented in [124], addressing issues in human-computer interaction, virtual reality, software engineering, 3D graphics, scene modeling/object modeling, and artificial intelligence. Duce et al. [31] characterize reference models for CVEs and
the impact they have on the degree of collaboration, based on the increase of complexity in the collaboration. A different approach is presented in [76], where the CVE is included into a library called REPO-3D, which allows the migration/replication of graphic objects over the network.

Different network technologies can be used to enable distribution on a CVE (RPC, BSD-sockets, Java RMI, DCOM, CORBA, etc.). AVOCADO (later AVANGO) [145], DIVE, SIMNET, NAVL [151], NPSNET-V (Java-based) [13], and Distributed Open Inventor [49] apply different solutions, using multiple execution threads where each one has an image of the other participants in the interaction. COVISE [107], an OpenInventor simulation implementation, uses a request broker to handle client connections, and a one master–several slaves approach using exec calls for local processes and rexec/rlogin/rsh for processes on remote computers. Audio channels and the use of 3D markers help steer the collaboration. In Distributed Open Inventor (DOI), each client has a copy of the global scene graph and the synchronization is done by using rsgp (replicated scene graph protocol). Some local variations on the graph are allowed, such as different levels of detail, “ghost” objects and local changes of color or texture.

Each client requires, thus, at least a partial image of the scene graph. Zeleznik et al. [158] use the scene graph as a communications bus instead of a tree, whose nodes are sited at different network nodes and are accessed by synchronized access mechanisms by heterogeneous applications. Diverse [61] uses remote shared memory and UDP network datagrams for a rapid memory interchange. Although this protocol does not guaranty the reception of messages, the quick reception of almost complete information allows to maintain the coherence among participants.

The earlier treatment of arising temporal inconsistencies in distributed systems due to network delays was initially described by Lamport [66], while using logical clocks to resolve temporal causality relations between events [108], and their contribution to reduce shared scene corruption are detailed in [80] and the VOODIE system [81]. Greenhalg [43] describes a technique for embedding temporal links in the Massive-3 CVRE, which allows recursive self-reference for models, such as showing a small version of the model (a maquette) as a 3D-map within itself.

The most sophisticated approaches delegate clients’ network management to components outside of the CVE. Some of them use customized solutions, like Octopus and Tweek for VR–Juggler [48] or CAVERNSoft for CAVELib [70]. Other are based on the use of the CORBA standard [27] for distributed services over the network, having a central object registry and a localization service. CORBA-based solutions need to implement an Object Request Broker (ORB) to resolve requests for object references, using an Interface Definition
Language (IDL) to publish the interfaces of objects in a language-independent manner. This allows the development and integration of heterogeneous systems with adaptive services related to network performance, useful to insure QoS on high traffic environments, but this approach may be too complex and heavy for an expected short number of similarly configured clients.

Blue–c [46] combines live video feeds in a distributed scene graph based on the OpenGL Performer toolkit and an API that minimizes synchronization overhead among local and shared objects, under the CORBA-based middleware. The NOMAD framework [155] additionally implements some real-time CORBA extensions to deliver environment state changes to a number of clients in a timely manner. Hubbold et al. [56] in the GNU/Maverik/Deva VR system take a different approach, using a modular micro-kernel architecture with default callbacks and immediate-mode rendering, having the external Deva module in charge of the collaboration services. Yet another option is to tinker at a lower level with a custom communications protocol such as vrtp (virtual reality transfer protocol) [11], implemented by a plugin architecture under the Bamboo API [150] for networked VE’s.

Uneven network speeds and workstation performance are a hindrance for truly massive CVRE’s. A solution currently used in P2P environments [16] establishes the SplitStream or bit torrent content distribution system. Objects are split in segments and load is distributed among all the participants, so the more clients there are, the faster distribution works. For truly massive architectures, VELVET [26] introduces an adaptive hybrid architecture through an adaptive filtering scheme based on multicasting that allows users in a supercomputer with high-speed networking to successfully collaborate with others in not-so-powerful systems or under a slow connection.

2.1.3 Massively Multiplayer Online Role Playing game engines

Most recent development of large scale CVE implementations come from widely deployed online games, or Massively Multiplayer Online Role Playing Games (MMORPGs), whose huge numbers of client users really put a strain on both client-server and P2P models. Participants enter and leave continuously, which in turn creates large imbalances in P2P networks. Hu and Chen [55] solve the neighbor discovery problem proposing a Voronoi-based Overlay Network (VON), a simple and efficient design that maintains fully-distributed P2P topologies in a low-latency and message-passing efficient manner. The requirements and alternatives of P2P communications engine for massively multiplayer online game are analyzed by Krause [65] and Schiele et al [118], while in Strassburger, Schiele and Becker [125] peer-to-peer techniques for MMORPG functionality are used to distribute and balance loads at the cloud server centers.
2.2 Collision detection computation strategies

Basically, a collision is the result of a spatial query asking whether two geometric objects intersect at some point in time. Objects may be triangle meshes, NURBS surfaces or implicit algebraic expressions. It is mainstay in many applications such as videogames, physical simulations, computer animation, robotics, and structural engineering. A review of collision detection techniques and data structures are described in [59]. Strategies are categorized as geometric or algebraic, addressing spatial/temporal intersection, trajectory parameterization, and object partition representation, either as rigid body collisions (undeformable objects) [88] (highly used in videogame development and haptic manipulation [93, 141]) or...
soft body collisions (deformable objects) [23].

The most basic intersection is the ray-triangle intersection, needed both for ray-tracing and collision detection, as implemented in Möller’s and Trumbore optimized CPU approach for Ray-Triangle [87], and Triangle-Triangle intersection [86].

Most techniques avoid exhaustive detection by enclosing or partitioning objects into fast-to-discard simpler convex Bounding Volume Hierarchies (BVH’s) [33]: Axis-Aligned Bounding Boxes (AABB), Rectangular Swept Spheres (RSS), Oriented Bounding Boxes (OBB) [42], and Convex Hulls. A hierarchy of inclusive bounding volumes is built to discard quickly large object sections, such as a linear bounding volume hierarchy (LBVH), kd-trees, BSP (binary space-partitioning) and others implemented as trees of bounding volumes [159]. There exist other BVH schemes, such as OBBTree [41], BOXTREE [6] and BSP tree [33].

### 2.2.1 GPU general computing

Graphics rendering has been migrating towards a programmable model of vertex and pixel (fragment) shaders [74] in current graphics cards. Pre and post-processing tasks that once where done on the CPUs, such as bump mapping, depth of field, shadow mapping, dynamic texturing are now implemented in the GPU, allowing real-time rendering of complex effects [90].

The SIMD paradigm [32] provides the GPU’s considerable multicore power (from 128 to 1024 cores now) for the stream processing of millions of vertices and pixels per second, using separate execution threads. General-Purpose Computation on Graphics Hardware [97] harnesses this parallel computation power by storing generic data into vertex and texture memory, and using vertex and pixel shader programs to compute numerical calculations (in matrix) form, instead of images. Its applications range from model construction [67], accelerated 2D image processing [99], fast collision detection [63], and others. A complete up-to-date survey of current applications is to be found at [68].

### 2.2.2 GPU-assisted parallel intersection computation

General-Purpose Computation on Graphics Hardware [97] harnesses programmable graphics processors to solve vastly complex problems, sending data as texture memory to shader programs for some number crunching instead of image rendering. Georgii, Krüger, and Westermann [39] propose a collision model based on intersecting mesh polygons with no pre-filtering object hierarchies. At the rendering step, geometric GPU shaders pack potential collision info into textures for detecting the collision in the later rendering phase. It reports nice interactive rates and reference collision times for several test meshes, both
rigid and deformable. Pabst et al [98] use a hybrid multi CPU-GPU approach obtaining also good collision rates in the milliseconds range.

Nykl, Mourning, and Chelberg [92] present a technique for interactively deforming and colliding mesostructures at a per-textel level, able to reduce traditional 3D geometrical deformations (vertex-based) to 2D image space operations (pixel-based) that are parallelized on a GPU. It requires no preprocessing time and storage requirements of one additional texture or less. More recently Shumskiy [121] realizes a comparative study on ray-triangle intersection algorithms in GPU, giving reference times for Möller’s and others intersection algorithms. However, the last three approaches use some form of geometry prefiltering (BVHs and others) throughout, so their rendering times are not fine grained enough to extract the time spent in pure collision detection. The collided models are in the range of a hundred thousand polygons, although for some tests they does not report the polygon count of the meshes involved, just the relative ray-triangle intersection times.

Up to 2007, all GPU computations consisted in ingenious and oftentimes tortuous harnessing of the vertex-fragment programming framework for parallel computations. In that year appears NVIDIA’s Compute Unified Device Architecture (CUDA™) API/SDK [21, 116], providing a SIMD parallel programming framework with concurrent threads and simultaneous kernel code execution at GPU streaming processors, based a higher API in a C-like language for general GPU programming.

The fundamentals of CUDA programming are:

- Kernels: code executing in parallel at each GPU core.
- Threads: separate execution environments for kernels
- Blocks: collections of up to 512 threads organized as unidimensional, bidimensional or tridimensional constructions.
- Grids: a set of blocks organized in unidimensional or bidimensional o fashion.
- Memory: may be Register, Shared (for all threads of a block), Global (for all blocks), Texture (uses filtering) and Constant (read-only).

In CUDA, when an application requests execution in parallel, a grid is configured as a mix of sequential and parallel blocks. Each block sets up its own threads and kernels. A single GPU card has several Streaming Multiprocessors or SMs, each capable of executing up to 8 blocks or CUDA cores simultaneously. Each SM administers groups of 32 threads at the same time. There is no communication among blocks, and they may execute in any order.

Given the parallel nature of collision detection schemes, especially those needed for haptic collision/interaction, CUDA-based implementations are straightforward, and quite fast for this type of problems.
2.3 Haptic rendering

The term *haptic rendering* is initially defined by Zilles and Salisbury [161] as the real-time generation of feedback force responses according to users interactions with virtual objects, by computing collisions against at force-feedback device placed in a 3D environment. A high priority event loop checks for collisions against the geometry, after which it generates at the device new forces and torques of varying direction and magnitude [78].

An early effort to measure haptic discrimination of 2D textures was the Sandpaper System by Minsky and Lederman [84], where users manipulate a force-feedback joystick to traverse simple textures and evaluate qualitative roughness differences. Siira and Pai [122] incorporated a stochastic model of physically correct surface properties to produce appropriate textural feel, including friction and lateral forces. Costa and Cutkosky [22] generated fractal rugosities on flat surfaces and measured perception thresholds.

When used as an aid for navigating a space, its short range reach requires space exploration strategies, such as a moving bubble for navigation [28], a workspace drift control allowing perception discrepancies between visual and haptic space [20], or a force-filled constraining movement [156]. Collaboration across networks allows simulation of real-time activities such as stretcher-carrying [57], but it brings its own set of latency and simultaneity problems that may cause oscillations in the interaction.

With device sampling rates already in the 1000 Hz range, (the PHANTOM™ Omni and the HAPTICMaster™ device [35]), efficient haptic-interaction techniques may go beyond the simple detection of geometric primitives, towards allowing real-time rendering of arbitrary surfaces of irregular detail, conveying spatial and material properties. All this without forgetting its other role as an user-interaction device for high level event acquisition, recognition of tactile “icons”, and general haptic user interfaces or HUIs [77].

A first approximation for haptic rendering among objects using a texture atlas is described by [96]. Object intersections are tested first by collisions between low resolution meshes of the objects and a height function of a surface patch is approximated by a composite mapping function. Collision and haptic modules run in its own threads, and synced visual rendering is accomplished at a dedicated separate computer, to avoid impacting the haptic update rate.

Using a third object as an extended probe allows real-time texture differentiation and shape perception [95]. Detecting friction among objects is achieved by rubbing simulated known material against each other [109], calculating friction forces using common physical models. Fontana et al. [36] analyze the mechanical design and software computational issues arising when kinaesthetic devices have to be integrated for model perception.
These efforts choose among several alternatives for modelling and rendering surfaces. Gregory et al.’s H-Collide [45] uses hybrid hierarchical representation of uniform grids and trees of tight-fitting oriented bounding boxes, whereas Johnson [60] uses a pure geometric render approach for arbitrary polygons using neighborhood proximities. Morgenbesser and Srinivasan in [89] proposed the method of force shading, akin to Phong shading and bump-mapping. The force response vector is interpolated from nearby vertices, but it is unable to elicit accurate geometric up-down perception. A global procedure for mapping a gray-scale image as a displacement map for point-based haptic rendering is given by Ho et al. [53]. It works only for convex objects of genus 0, without any assessment of perceived sensation fidelity.

Inadequate modelling or suboptimal rendering produce instabilities in the force response, as shown in the work of Choi and Tan [17–19]. Collisions are detected against a coarse geometry and then against a second micro-geometry layer. Incorrect renderings when traversing concave foldings are identified but not addressed. A similar approach for geometric sculpting with 2D textures and a haptic stylus is used by Kim et al. [62]. Potter et al. [103] provide a simple model to perceive haptic variation in large heightfield terrains, detecting collisions against the terrain’s dataset patches.

Sreeni et al. [123] describe the problems of haptic rendering of objects at different scales for cultural heritage applications. For pure geometric-based haptic rendering relying on direct probe-polygon collisions, Melero et al. [82] detail a collision algorithm, building an indexed Bounding Planes Octree data structure (BP-Octree), used for haptically rendering polygonal models of up to one million polygons at acceptable interactive query rates.

An extended survey of all haptic rendering techniques can be found in the work of Laycock and Day [69]. From the latter review, it follows that haptic rendering approaches have relied either on straightforward collisions against the mesh’s triangles or a NURBS parameterization of the same. Also, in a survey by Varalakshmi et al [24] shows the absence of formal treatment regarding the use of heightfield displacements for haptic rendering, a lack of unified testing frameworks for measuring quantitative and qualitative differences among rendering approaches, and no usability testbeds for standard models and surfaces.

Finally, in the more recent survey by Weller [153], there are considerations for implementing the detection of haptic spatio/temporal interactions using bounding volumes and packing strategies, describing collision detection as the interplay of force and torque of geometric volumes.
2.3.1 Taxonomies for haptic interaction

Haptic technologies can play multiple roles due to the multimodal nature of its reinforcing interaction technique. Deciding which one is more appropriate for the data at hand requires a topical classification of haptic capabilities. A preliminary classification of the distinct styles of using haptic perception for purposeful activity is reported by Kirkpatrick and Douglas in [64]. It characterizes haptic interactions according to several categories to structure a unified perspective on haptics use: Haptic Hardware, Haptic Perception, Haptic Detail Modeling, Haptic Rendering Algorithms, Haptic Space Navigation, Haptic User Interfaces and Haptic Multiuser Collaboration.

2.3.1.1 Haptic hardware

Haptic hardware is varied, and many involve a force-feedback loop (which may become unstable) repeatedly sampling the force-response of a special probe. May be based on

- One point sample, allowing for general force sampling.
- Two or more points simultaneous sample, allowing torque.
- Contact surface, which senses shape and other properties.

2.3.1.2 Haptic detail modeling

The approach used to models objects’ surfaces or volumes influences the render algorithm used. The models may be based on:

- Geometry, rendering the surface as detailed polygonal meshes.
- Surface Patches, which may or not be rendered geometrically.
- Surface Relief Detail, in which a haptic texture is sampled in lieu of the actual surface. On its own, haptic textures may be
  - Geometry-based, (polygon meshes, NURBS, point clouds).
  - Texture-based (bump maps, force fields, height fields).

These approaches may allow managing LOD in the visual and haptic resolutions, and a repository of relief texture.
2.3.1.3 Haptic Rendering Algorithms

To relate the haptic probes with the models, there are several rendering algorithms that may be used individually or together to render the quality of contact with the surface:

- **Pseudo-haptics**, simulating texture with pointing devices such as mice or tablets by varying the speed and direction of visual displacement.

- **Collision detection**, which may require storing objects’ surface in some fast searching hierarchical structure, such as octrees. When the probe hits the surface, there is a feedback response.

- **Force-field composition**, requires modulating the probe response according to a spatial force model able to place a dynamic 3D force field that takes into account the operator's exerted force.

- **Antialiasing (reduction)** of haptic artifacts arising from model or algorithm discretization, especially when dealing with LOD.

2.3.1.4 Haptic space navigation

In virtual environments that allow navigation and inspection, “reachability” in haptic rendering is a term akin to “visibility” in graphics rendering. However, the “horizon” of a haptic probe is much smaller than the visual horizon. On the other hand, an optimal visual rendering rate is a comfortable 60Hz when compared to the high sampling rate of 1000Hz of current haptic devices. So the strategies are more or less the same:

- Complete haptic space representation.
- Local caching (with or without prediction).
- Moving cell (or “bubble”) (with or without prediction).

2.3.1.5 Haptic multiuser collaboration

Multiuser interaction with haptic devices suffers all the ailments of distributed applications, such as uneven traffic, network latencies and loss of connection, amplified by its high speed sampling rate. A noticeable lapse between force emission and force response may produce wild and sometimes dangerous oscillations in the devices. Thus it requires

- Multiresolution broadcasting model, minimizing sent packets (up to a point).
- Treatment of latency, either allowing simultaneity or a buffered response.
2.3.1.6 Haptic Perception

From the operator’s side, he has an objective in mind, which is to perceive scene and object properties. These may be grouped as

- **Tactile**, texture or 2D form: (hard/soft, smooth/irregular, flat/slope, slide/hit).

- **Kinesthetic**, absolute and relative spatial awareness: static (3D shape, length, weight); dynamic (strength, viscosity, compressibility, torque, vibration).

2.3.1.7 Haptic user interfaces

Haptic devices may act as enhanced pointing devices, in which the point-and-click metaphor allows more modes and events than in typical pointing devices. Haptics is very limited as stand-alone input method, and needs an assisting technology, such as auditive or visual correspondence, to avoid disorientation. A Haptic User Interface (HUI) metaphor may define the following high level haptic events:

- **selectors**, possible position/orientation change.
  - hit, touch/untouch, slide/bump, grasp/release, hold/feel/weigh.

- **mutators**, modifying object geometry and/or surface properties).
  - cut/join, press/stretch, break/fuse, smooth/sculpt).

2.3.2 Haptic performance metrics

Haptic Rendering perception must be evaluated by devising testable experiments and appropriate measurement procedures. Guttman [47] states which appropriate measurement protocols must be followed in a general experimental setting to obtain sound statistical inferences, and also how to avoid wrong experimental setups and common formulation pitfalls. Otaduy and Lin [94] review the physical and psychophysical experimental methodology applied at the whole haptic rendering pipeline, including parallel computation and surface patch heightfield interactions. More recently, Samur [114] presents a categorization of haptic interaction tasks, performance metrics and experimental measuring tests as a first step towards a standardized evaluation method of tactile and force feedback devices.
2.4  Image-based haptic approaches for geometry substitution

The techniques presented in Chapter 6 rely on specific space deformations of volume meshes to produce warped pairs of relief and normal textures. Then the textures are unwarped and sampled at a later time to render the original relief detail. The following relevant milestones are pertinent in understanding the context of that part of our work, going from spatial deformations to appropriate texture atlas representation.

2.4.1  Deformation and warping

Gain and James [38] present a good survey for spatial deformation methods in general, in which they describe a family of modelling and animation techniques for indirectly reshaping objects, interactively warping the surrounding space and applicable to a variety of object representations. Deformations are controlled by tools of varying dimension –points, curves, surfaces and volumes– and classified by user-centered criteria of versatility, ease of use, and efficiency and correctness.

2.4.2  Texture atlases approaches

As far as shown in the relevant literature, there has been few insights of the problems surrounding the use of heightfield displacements for image-based rendering, such as concave areas and holes, the emphasis being made in texture stitching and smoothing. Levy et al. [73] describes the Texture Atlas method of mapping any surface in an optimal one-to-one correspondence of texture and geometry along contour lines.

Carr [15] describes a one-to-one mapping from an object’s surface into its texture space. The method uses the graphics hardware to rasterize texture coordinates and colors directly into the atlas. Levy et al. [73] describe the Texture Atlas multi-chart method of mapping any surface in an optimal one-to-one correspondence of texture and geometry along contours. Sander et al. [115] map the surface piecewise onto charts of arbitrary shape with a zippering algorithm that creates watertight surfaces with reduced parametrization distortion. Robust methods to achieve consistent mappings of surfaces of arbitrary genus are described in Praun et al. [104] and Rossi and Bergamasco [113].

Purnomo et al. [105] solve the problem of seamless texture stitching across boundaries, but the approach has been used only for texture coloration, and so far it has not been used to represent geometry differences as texture displacements, either in visual or haptic ren-
dering. Gonzalez and Patow [40] solve spatial discontinuities of multi-chart parameterizations by a bidirectional mapping between areas outside and inside the charts, and stitching triangles by linear interpolation between non-adjacent texel values, done at low computational cost and with small memory footprint.

2.4.3 Pixel-based relief rendering

Displacement mapping approaches subdivide the original geometry into a larger number of triangles which are displaced according to a 2D height map. Although geometrically accurate, they suffer for poor interactive performance.

A complete survey on displacement mapping approaches can be found in Szirmay-Kalos and Umenhoffer [129]. A common characteristic of the approaches about to be described is that they rely on iteration within modern shader implementations (Cg, GLSL, DirectX9), since in one way or another they implement ray casting, per-pixel interception, impostor representation with multisampling of depth relief and normal textures, and correct silhouette calculations for rendering geometric detail.

Hirche et al. [52] devise sampling a displacement map per pixel in a shader. Triangles of the base mesh are extruded along the respective normal directions and then the resulting prisms are rendered by casting intersecting rays with the displaced surface. Poli-carpo, Oliveira & Comba [102] use a purely image-based approach using two (front and back) depth textures for real-time relief mapping on arbitrary polygonal surfaces. Baboud, Lionel & Décoret [5] extend the former approach rendering geometry by using up to six relief (displaced-mapped) impostors, corresponding to the faces of the object’s bounding cuboid, describing a fast shading of geometric objects using either a two-sided back/front map or a six-sided cube map.

In Nießner and Loop [91] is introduced a smooth analytic displacement function, stored in a GPU-friendly tile based multi-resolution mip texture format, It computes per vertex adaptive tessellation factors and select the appropriate pre-filtered mip levels of the displacement function, that does not need a pre-computed normal map.

Parallax Occlusion Mapping (POM), described by Tatarchuk [131, 132], is a simpler procedure based on a linear search in texture space, shifting the texture coordinates along the view ray direction according to depth values, and skipping self-occluded pixels in the current view direction. It is expanded by Dasbacher & Tatarchuk [25] by embedding the displaced surface in a triangular prism volume grown from three slabs along the vertices’ normals. Ray marching texture gradients (heights) are computed per tetrahedron (three (3) tetrahedrons to a prism).

A successful approach for relief mapping with correct silhouettes uses a fragment shader
based on relaxed cone step mapping, as implemented by [101], using an additional pre-computed pixel “cone map” for mesostructure generation. Cones represent empty space between relief crests corresponding to pixels in the texture that can be safely skipped in the ray-casting process, thus accelerating geometry generation.

Santos et al. [117] describe solid height-map sets, capable of representing overhangs or self-folding surfaces and occluding objects, together with a fast visualization algorithm with performance independent of the original mesh size.

A different approach is described in Timonen and Westerholm [144] that also takes into consideration self-occlusion and self-shadowing, using a parallel CUDA implementation which is only applicable for planar heightfields. Visibility for each point in a heightfield is determined as the exact horizon for a set of azimuthal directions in time linear in height field size and the number of directions. Surface is shaded using the horizon information and a high-resolution light environment, producing detailed extended shadows.

In conclusion, several parallel image-based techniques have been devised to represent geometry as texture for visual rendering, and the hypothesis is to see whether the same approaches are valid for geometry substitution in image-based haptic rendering.
Virtual Reality (VR) and Augmented Reality (AR) tools have been applied in all engineering fields in order to avoid the use of physical prototypes, to train in high risk situations, and to interpret real or simulated results. In medical applications they help patient monitoring, interpretation of scanned data and surgery planning. In architectural settings enable designing, building, visiting and stress-testing upcoming facilities. In these virtual reality environments or VREs, individual users inspect 3D scenes, navigate inside models and manipulate objects and properties.

A CVE (Collaborative Virtual Environment) uses local and remote network nodes to build a unified description of a virtual shared space, allowing the interaction among autonomous and human-controlled entities. This interaction may have educational, research, planning, design, evaluation, training, and/or simulation purposes. The shared space illusion depends heavily on the timely and lossless transmission of all interaction packets, and may become inconsistent if participants fall out-of-sync because of increasing network latency rates.

A Collaborative Virtual Reality Environment (CVRE) is a CVE representing a simulated 3D universe, in which one or more users take visual identities inside the environment known as avatars. Avatars can navigate around the 3D world, be aware of and collaborate with other avatars in real time, and synchronously propagate changes in the objects and the environment. Environment and object manipulation require sophisticated interaction models and user interfaces.

However, most implementations of VREs usually begin as standalone applications, with collaboration requests arising from the desire of exchanging experiences. Allowing several clients to collaborate on the inspection of a model usually requires the development of a whole new application with distributed capabilities, adding network communications, and in general confronting code portability problems due to the absence of a migration strategy.
3.1 Collaborative Virtual Reality Environments (CVREs)

We have developed a taxonomy of the meanings and subtypes of copresence that structure human interaction in virtual environments, extending those proposed by Zhao in [160], defined as the relationship between the physical conditions and the sense of being with others, and how the former conditions the latter.

The design of collaborative virtual environments must choose to implement some alternative of compliance with the following orthogonal requirements:

- session awareness
- scalable topology
- network transmission
- collaborative user interaction features
- object complexity

The first three apply to generic CVEs and the last two are specific to CRVEs.

3.1.1 Taxonomy of collaboration in virtual reality environments

The requirements presented below provide the designer with a recipe for creating a compelling sense of co-presence in virtual environments, no matter what the feature set is.

i) **Session awareness:** Persistence, the temporal or permanent effect of user interactions have in the CVRE system [71]; may be described as:

- **Participatory:** The CVRE exists only while the participants are in it, and shuts down when all participants leave the environment (WOWge, Quake).
- **Journaled:** Session scripted for later state recovery, allowing recording and re-playing of 3D temporal annotations to guide other clients (Massive–3).
- **Continuous:** The CVRE is always active. A simulation make change scene and objects even if no clients are connected (SIMNET).

ii) **Scalable topology:** Scene sharing schemes among participants [31] can range from:

- **Homogeneous replication using broadcast**
  Each client maintains a complete replica of the shared environment. Messages across the network maintain state information. No central control; a new client
has to wait some time to get information sent by other clients broadcasting changes (SIMNET, DIVE).

- **Shared-centralized on a server**
  Classical client/server model one with one scene being shared by all, residing at a central server (CAVERN, NPSNET–V). When the server fails it brings down all the clients.

- **Shared-distributed with client/server groups**
  Several groups of servers and clients. Uses same scheme as mobile phones cells, in which clients are connected to the nearest or least busy server (DIVE, Massive–3, Octopus, NOMAD, VELVET, Quake).

- **Shared-distributed using P2P actualization**
  Peer-to-peer connections among all participants, either directly or using a third party relay (broker). Changes are atomically broadcasted to all participants. It comes in two flavors:

  - **P2Pr**: Replicating the same scene graph at each node (DOI, COVISE), with objects stored locally. Synchronization is done by callbacks managing of session coherence.

  - **P2Ps**: Sharing objects across the network in a distributed scene graph with remote objects (Diverse, Blue–c, GNU/Maverik, WOWGE).

iii) **Network transmission**: Using an appropriate protocol to the expected message flow, such as choosing UDP or TCP/IP packets; use of broadcast in a LAN (as in SIMNET), unicast (one-to-one, all) or multicast (one-to-many) addresses (CAVERN, DIVE, Diverse, DOI, GNU/Maverik, Massive–3, NOMAD, NPSNET–V, Octopus, VELVET, WOWGE and Quake); procuring reliability, bandwidth and minimizing network latency.

iv) **Collaborative user interaction features**: the collaborative set of desirable manipulation and visualization interfaces, teleconference capabilities (chat, video and audio), flexible support for model construction, synchronous and asynchronous collaboration modes, adaptive multi-resolution strategies, interoperability standards, and virtual space shared utilization. Crucial features for CRVEs are: 3D annotation and action indicators for remote event notification, multiple alternate views, selectable avatars, and expected low latency response times.

v) **Object complexity**: determines the network broadcasting cost of object and scene changes [11], including LoD and multi-resolution models, as:
• *Light objects*, Short messages containing event state and control information, requiring low latency, high-speed networks, such as trackers, sensors, status information) (All systems).

• *Remote references*, local network references shadowing remote objects (All but SIMNET).

• *Heavy objects*, Big objects requiring reliable transmissions, but small enough to reside in local memory, (e.g. object 3D geometry, avatars or cameras) (All systems).

• *Real-time streams*, large-segmented data. Data so big it has to be transmitted in pieces and/or continuously, (e.g. big geometric objects, volume information, textures, video, audio, etc.). (CAVERN, Blue–c, Massive–3, WOWge, Quake).

From the above, it is evident that many CVREs use multicast addresses for UDP or TCP/IP communications. The most recent ones lean towards P2P or small client/server topologies, with replicated or shared scene graphs. Only CAVERN, Blue–c, Massive–3, WOWge and Quake integrate segmented data such as video or audio feeds, while some of the others resort to variable resolution schemes or out-of-core segmentation.

Massive–3 is the lone provider of journaling mechanisms for interaction recovery. Use of *Avatars* for self-representation are a common feature, but none allow multiple perspectives. Only DIVE, Massive–3, VELVET, GNU/Maverik, WOWge and Quake seem capable of handling large user loads or huge data models.

As far as the former reviews show, there is no clear strategy allowing an orderly and easy migration path from standalone VR applications to collaborative ones.

### 3.1.2 Characterization of collaboration in virtual reality environments

Treatment of remote collaboration capabilities in a CVRE can be characterized by the categories summarized in Table 3.1. The relevant references can be found in [136]. Figure 3.1 details all major software components present in a complete CVRE, requiring sophisticated user interaction models for domain and object manipulation. The categories highlighted in Table 3.1 are those that allow the designer to specify the most suitable feature set for creating a collaboration framework and a sense of presence in virtual environments. The first three apply to generic CVEs and the last two are specific to CVREs:

i) *network transmission*: decide which network architecture is best suited to the expected message flow in the environment;
3.2 Collaboration framework architecture

Many virtual reality applications begin as scene and object visualization environments, having special user interface metaphors for navigation and manipulation, and shown on display devices ranging from CRTs to immersive stereo projection systems. Most science disciplines (and the entertainment industry) use VR techniques to enhance user experiences. As research shows, users *always* desire to share these virtual experiences, either by showing models to prospective audiences, or by having an active remote participation in the environment.

**Figure 3.1** Components of Collaborative Virtual Reality Environments. The items placed at the upper half of the circle are those directly related to collaboration issues.

- **scalable topology**: choose a scheme for information sharing and communications among several participants;
- **object complexity**: measure the network performance cost of broadcasting object changes [11];
- **environment persistence**: decide the temporal or permanent effects of user interactions within the environment have in the CVRE system [71]; and
- **user interaction** include those user interface features desirable for a CVRE.

All studied CVREs were profiled with these categorization, shown in Table 3.1, as part of this research, and the global profile can be seen on Table 3.2. An example feature implementation based on these tables is described in subsection 3.4.1.
### Table 3.1 Characterization of Collaboration Features in CVREs

<table>
<thead>
<tr>
<th>Network Transmission</th>
<th>Distribution:</th>
<th>Broadcast, multicast or unicast packages.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Latency:</td>
<td>Considering traffic delays and other perturbations.</td>
</tr>
<tr>
<td></td>
<td>Reliability:</td>
<td>Use of positive and negative acknowledgements.</td>
</tr>
<tr>
<td></td>
<td>Bandwidth:</td>
<td>As much as possible</td>
</tr>
<tr>
<td>Scalable Topology</td>
<td>Homogeneous replication using broadcast:</td>
<td>Each client maintain a complete replica of the shared environment. Messages across the network maintain state information. No central control; a new client has to wait some time to get information sent by other clients.</td>
</tr>
<tr>
<td></td>
<td>Shared-centralized on a server:</td>
<td>Classical client/server model. Shared session information resides at the server. When the server fails it brings down all the clients.</td>
</tr>
<tr>
<td></td>
<td>Shared-distributed with small client/server groups:</td>
<td>Several groups of servers and clients. Uses same scheme as mobile phones cells, in which clients are connected to the adequate server.</td>
</tr>
<tr>
<td></td>
<td>Shared-distributed using peer-to-peer actualization:</td>
<td>Peer-to-peer connections among all participants, either directly or using a third party relay (broker). Changes are atomically broadcasted to all participants. It comes in two flavors:</td>
</tr>
<tr>
<td></td>
<td>P2Pr:</td>
<td>Same replicated scene graph at each node with objects stored locally. Synchronization by using callbacks, and managing of session persistence.</td>
</tr>
<tr>
<td></td>
<td>P2Ps:</td>
<td>Sharing objects across the network in a distributed scene graph. Thin replicas shadow remote objects. Network monitors keep shared space correspondence.</td>
</tr>
<tr>
<td>Object Complexity</td>
<td>Light objects:</td>
<td>Short messages containing state, event and control information, require low latency, high-speed transmission rates. (e.g. trackers, sensors, events and status information).</td>
</tr>
<tr>
<td></td>
<td>Remote references:</td>
<td>External references shadowing remotely located objects.</td>
</tr>
<tr>
<td></td>
<td>Heavy objects:</td>
<td>Medium-atomic data. Big objects requiring reliable transmissions, but small enough to reside in the client memory, (e.g. object 3D geometry, avatars or cameras).</td>
</tr>
<tr>
<td></td>
<td>Real-time streams:</td>
<td>Large-segmented data. Data so big it has to be transmitted in pieces and/or continuously. (e.g. big geometric objects, volume information, textures, video, audio, etc.).</td>
</tr>
<tr>
<td>Environment Persistence</td>
<td>Participating persistence:</td>
<td>The CVRE exists only while the participants are in it, and resets when all participants leave the environment.</td>
</tr>
<tr>
<td></td>
<td>Status persistence:</td>
<td>The CVRE status is stored elsewhere, to be able to use it at a later time (journaling). Allows the recording of 3D annotations to guide other clients.</td>
</tr>
<tr>
<td></td>
<td>Continuous persistence:</td>
<td>The CVRE is always active. A simulation make change scene and objects even if no clients are connected.</td>
</tr>
<tr>
<td>User Interaction</td>
<td>Interaction strategies common to all CVEs:</td>
<td>Adequate interfaces for collaborative manipulation and visualization</td>
</tr>
<tr>
<td></td>
<td>− Teleconference capabilities (streaming video and audio)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>− Flexible support for data construction</td>
<td></td>
</tr>
<tr>
<td></td>
<td>− Synchronous and asynchronous collaboration</td>
<td></td>
</tr>
<tr>
<td></td>
<td>− Adaptive multi-resolution for less sophisticated devices</td>
<td></td>
</tr>
<tr>
<td></td>
<td>− Standards and interoperability with heterogeneous systems</td>
<td></td>
</tr>
<tr>
<td></td>
<td>− Replicated or shared spaces</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Interaction strategies specific of CVREs:</td>
<td>Use of annotations/indicators for notification of remote events</td>
</tr>
<tr>
<td></td>
<td>− Multiple users having several views</td>
<td></td>
</tr>
<tr>
<td></td>
<td>− Use of avatars for remote user representation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>− Design for low latency response times</td>
<td></td>
</tr>
</tbody>
</table>
### 3.2 Collaboration framework architecture

<table>
<thead>
<tr>
<th>Network Transmission</th>
<th>Broadcast: SIMNET</th>
<th>Multicast and Unicast: ALICE, Avocado, Cavern, DIVE, Diverse, DOI, GNU/Maverik, Massive-3, NAVL, NPSNET-V, REPO-3D, Octopus, VELVET, WOWge, Quake</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scalable Topology</td>
<td>Homogeneous replication using broadcast: Massive, SIMNET, DIVE</td>
<td>Shared-centralized on a server: Avocado, Cavern, NPSNET-V</td>
</tr>
<tr>
<td></td>
<td>Shared-distributed using small client/server groups: DIVE, Massive-3, NAVL, Octopus, VELVET, Quake</td>
<td>Shared-distributed using peer-to-peer actualization: P2Pr: ALICE, DOI, P2Ps: Diverse, GNU/Maverik, REPO-3D, WOWge</td>
</tr>
<tr>
<td>Object Complexity</td>
<td>Light objects: All</td>
<td>Remote references: All but SIMNET</td>
</tr>
<tr>
<td></td>
<td>Heavy objects: All</td>
<td>Real-time streams: Cavern, Massive-3, WOWge, Quake</td>
</tr>
<tr>
<td>Environment Persistence</td>
<td>Participating persistence: Only in navigation mode</td>
<td>Status persistence: Massive-3 fully, but all of them implement it to some degree</td>
</tr>
<tr>
<td></td>
<td>Continuous persistence: SIMNET, but for the rest only needs a daemon simulation running the environment</td>
<td></td>
</tr>
<tr>
<td>User Interaction</td>
<td>Interaction strategies common to all CVEs: ALL</td>
<td>Interaction strategies specific of CVREs:</td>
</tr>
<tr>
<td></td>
<td>• Action indicators for notification of remote events: ALICE, REPO-3D, VELVET, WOWge, Quake</td>
<td>• Multiple users having several views: ALICE, Massive-3, DIVE, Diverse, GNU/Maverik, WOWge, Quake</td>
</tr>
<tr>
<td></td>
<td>• Avatars for remote user representation: ALL</td>
<td>• Design for low latency response times: GNU/Maverik, NPSNET-V, VELVET, WOWge, Quake</td>
</tr>
</tbody>
</table>

Evolving collaboration at this stage usually entails the redesign and development of a (new) application, inserting a networking infrastructure under the environment, and other software-porting problems. Issues such as synchrony overheads, concurrent user load and system lags may degrade interaction and adversely affect graphics performance. There are generic API libraries for implementing shared scene graphs [149] that could be used for building multithreaded CVREs, as well as MMORPG engines such as Unreal Engine [58] and Unity3D [133].

The rationale behind our approach is that the object-oriented nature of current stan-
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dalone VR applications, usually having rendering and user-interface components, would facilitate their transformation into complete CVRE’s, by allowing the seamless attachment of a network-based component to enable collaboration.

In the following subsections we describe the collaborative features for the proposed superset framework. Given that the different VR tools may spread across platforms and support varied output display systems, the ideal solution should not compromise current designs or imply extensive recoding of components when fitting the collaborative framework. Massive or large-scale implementations were discarded due to user administration performance considerations, although the proposed framework has scaled well for a reasonable number of (less than twenty) participants.

Based on the features described in Section 3.1, our solution involves the implementation of a multithreaded software components architecture, a scalable P2P sharing topology, a layer implementing session awareness capabilities, and a flexible cross-platform library for network transmission. We have left for a future implementation the treatment of real-time streaming, since the framework does not modify the current object granularity of the target application. On the practical side, it is a portable generic framework, requiring only the instantiation of a custom message interpreting class for the shared session.

3.2.1 Multithreaded software components

We assume that a good VR tool is the final product of a sound systems design, developed under a classical MVC paradigm. A standard software engineering practice in Computer Graphics is the refactoring of application objects into at least two weakly cohesive software functional components, graphics rendering and user interface. We decouple the Graphics Rendering (GR) and User Interface (UI) parts and instantiate them in separate threads. The same approach is taken with the new network communications component (NC), launched in its own separate concurrent thread. In this way, advantage is taken of the underlying operating system’s context switching, loading the new software components without altering functioning code. This extensible approach allows additional component threads, such as one dedicated to track data acquisition or to interact with haptic devices.

A snapshot of a working framework model is shown in Figure 3.2, detailing each software component. The NC component thread handles communications and message parsing; the top Shared Session (SS) management layer (see the MVCs model in subsection 3.2.3) launches all concurrent threads, tracks users’ avatars, propagate state changes to the UI and GR components using callbacks, and is in general responsible for the emerging collaborative behavior; the GR and UI components are mostly untouched except for the binding “glue” to the Shared Session layer.
Figure 3.2 Collaboration-enabling threaded processes. The framework includes original components (GR and UI), and adds a session layer (SS) with the network component (NC).

This setup is implemented by means of an abstract class wrapper incorporating network awareness and a corresponding message protocol. An appropriate set of mutexes avoid shared state inconsistencies and race conditions when updating information.

### 3.2.2 P2P sharing topology

Fitting any of the client/server topologies would have implied the creation of at least one central server and compromised the applications’ standalone behavior. We chose instead a peer-to-peer scalable topology, the most adequate for equal clients with separate access to their models. There are two possible topologies available in the framework: P2Pr [Peer-to-Peer with scene replication] and P2Ps [Peer-to-Peer with scene sharing].

In a P2Pr topology, each client has its own local scene replica. Since only a few scene objects are modified in the session, collaboration starts as soon as all clients have loaded their common model, and situated themselves within it. If there are no other participants in the environment, it defaults naturally to the standalone behavior.

A P2Ps topology must build a shared scene graph first, with each individual client adding whole chunks. For a particular client, scene graph objects are labeled local or remote depending on whether they are cached internally or need to be fetched elsewhere. If a client fails, its part of the shared scene must be reconstructed by the others.
3.2.2.1 Thin broker for session administration

With no central server, both approaches require a third party to locate clients willing to enter in a session. In our proposal, this third party is called a message broker, tracking session interaction, as seen in Figure 3.3. It is loosely based on some CORBA facilities, but without the associated overhead of an IDL implementation. Shared state information is kept through the following services:

- A name service for location and client registration.
- A session management service.
- A session/client state report and mirroring service.

Since the broker is not a bridge, client messages must go directly to their destiny. Each client keeps track of other participants, and periodically may send its current state to the broker for shared session recording purposes.

The broker can be easily extended to cover other collaborative functionalities that require some session control over them. An example is explained in subsection 3.4.1 for the control of collaborative manipulations in ALICE.

3.2.2.2 Message protocol

The message protocol is short and simple. Its main objective is synchronizing session state across participants. There are two kinds of expected message flows:

- Continuous Session Updates, such as participants’ position and orientation, moveable objects, video and audio streams; uses fast [or real-time] multicasting.

- Discrete Session Updates, high-level changes in object properties (such as texture), manipulation, text chat; uses two channels: reliable unicasting (for peer-to-broker, or P2B) and multicasting (for peer-to-peer, or P2P).

Location and orientation messages may be the avatars’ camera coordinates being continuously broadcasted among all participants as they move about. Session messages are the ones exchanged between the broker and the peers: connecting and disconnecting, reporting internet addresses and ports, number of active cameras, avatar appearance, global scene file, and other relevant data. Manipulation messages (such as a local client touching, grabbing, adding or modifying an object) are sent to remote users by the callback system to maintain scene coherence among all participants.
Figure 3.3 Peer-to-Peer Broker class model. Both peers and broker have proxy instances of each other.

A message parser class in the NC thread listens asynchronously in three separate [configurable] ports, one for each of the message channels (continuous location messages, peer-to-broker communications, and peer-to-peer callback diffusion). All messages are of the form shown on Table 3.3

Table 3.3 Message Parsing Disassembly

<table>
<thead>
<tr>
<th>(MsgID</th>
<th>Session (P2B) or Callback (P2P) ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target</td>
<td>Peer IP, Broker IP, All</td>
</tr>
<tr>
<td>Flags</td>
<td>Session context properties</td>
</tr>
<tr>
<td>Parameters</td>
<td>&lt; parameter, value &gt; tuples</td>
</tr>
</tbody>
</table>

To avoid parsing overhead, no metadata information about the parameters (such as type specification or semantics) is included in the messages. Since participants are all homogeneous, the MsgID determines exactly the expected number, order and type of the received parameters for all peers (and the broker). Thus, no IDL is necessary.

3.2.3 Session Awareness Management

After analyzing the desirable characteristics exhibited by existing CRVEs, we concluded that the optimal feature set for session awareness is described by the following:
• Event messaging protocol on network channels.

• Collaborative user interface model.

• Client awareness using *avatars*.

• Session management with differentiated user roles.

• Shared annotation and 3D marker highlighting.

• External real-time verbal communication channel.

For a client in this scenario, there must be perceptual evidence that other entities (human or otherwise) are participating, so 3D client embodiments (avatars) are used to dynamically reflect their position and state in the scene. Clients may want to call others to attention by placing special 3D signals, leaving trails in the scene or modifying the environment. Some users could just browse through the model, while others could have object editing privileges. A collaborative interface metaphor allows the remote manipulation of objects, and session tasks may keep a journaled record of the interaction.

### 3.2.3.1 Collaborative user interface model

The problem to solve when recasting existing VR navigators as CVREs is how to implement the maximal collaborative feature set with the least possible implementation cost, and without affecting the original standalone behavior. We pick from each category of Section 3.1.2 the items that better support awareness under a hybrid Model-View-Controller-Session (MVCS) approach, tying the ALV's *links* as network pipelines to MVC objects, in which:

• MVC objects may not reside together at the same network node, having their Model (structure and behavior) defined at one client, many different Views elsewhere (renderings, at least one for each client), and flow control effected by all. Nodes may have several viewpoints (cameras), allowing for multiple perspectives and resolutions of the same scene.

• Controllers operate using a callback mechanism, routing to the corresponding network nodes for non-local objects, as shown on Figure 3.4. Session layer coherence is maintained by existing network-aware controllers at each node, who also notify the broker. It does not matter whether objects are shared or replicated, so it allows either P2Pr or P2Ps approaches.

### 3.2.3.2 Client awareness using *avatars*

Each client has its own 3D representation traversing the environment, having several active camera perspectives at any time. Avatars broadcast a number of state attributes, such as *position*, *orientation* and *velocity* camera vectors for dead reckoning calculations.
3.2.3.3 Session management with differentiated session roles

So far we have identified five different collaborative user behaviors: standalone, peer, incognito, slave, and master. A standalone client is not aware of other clients. It defaults to the original isolated behavior of the application. Peers are clients that communicate among themselves using the common message protocol. Users traveling incognito may observe scene interaction in “voyeur” mode without other clients knowing it. A slave is a peer that is bound to another, correspondingly called a master, in the sense that the master’s current state is continuously replicated by the remote slave(s). These client roles are voluntary and changeable during a session, leaving open the possibility of adding more roles. A self-explanatory three bit code catalogues their functional role results in the following user codification in Table 3.4 (from left-to-right):

- bit 2: whether the client broadcasts messages to others.
- bit 1: whether the client listens to remote messages.
- bit 0: whether the client binds to another.

<table>
<thead>
<tr>
<th>role</th>
<th>standalone</th>
<th>incognito</th>
<th>peer</th>
<th>master</th>
<th>slave</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b_2 b_1 b_0$</td>
<td>000</td>
<td>010</td>
<td>110</td>
<td>111</td>
<td>011</td>
</tr>
</tbody>
</table>

Figure 3.4 Model-View-Controller-Session (MVCS) objects showing an external broker maintaining session states.
3.2.3.4 Shared annotation and 3D marker highlighting

Users must not only be aware of each other, they must be able to call the attention of remote participants to some feature or object in the environment. This is accomplished by temporal 3D markers such as arrows, billboards or banners that are pinned at interesting locations.

3.2.3.5 External real-time verbal communication channel

Collaborative environments use at least one real-time communication channel to allow the human users behind the workstations to exchange impressions about the virtual experience. The framework does not provide this service, but external suitable open-source cross-platform alternatives such as Gaim, Gnomeeting and others have been used with equivalent ease.

3.2.4 Cross-platform network transmission

Since communication is what enables collaboration, the new NC software component handles network communication capabilities. This is done by a cross-platform networking class that allows either datagram-oriented (UDP) and connection-oriented (TCP) communications in IPv4 or IPv6 multicast networks. The NC thread, under a common message protocol, implements the following basic services, each one running on its own separate listening socket:

- Shared event pipeline for sending environment state changes and callback messages.
- Continuous streaming of client data, such as camera position and orientation
- A notifying service for the Broker.

When a client reports to the broker, it posts its network address and listening ports. A configurable setup accounts for external firewalling rules, allowing several clients to run concurrently on the same machine by choosing unique port numbers. This enhances performance tests, because it permits the simulation of heavier client loads independently of available workstations. Network traffic is generated only for broker requests, for position or orientation changes, and for shared callbacks (such as object manipulation).

3.2.4.1 System synchronization

The framework avoids hosting a central time server by keeping relative time differences for every peer-to-peer connection at the client’s side. The local event time or timestamp is included in each network message. Clients at the other end may process incoming messages as either

- **Immediate**: messages are processed at once.
- **Buffered**: messages are queued by timestamp.
When using the first approach, high network traffic may produce jumpy updates and short temporal inconsistencies. The second is more suitable for replaying events in exact time sequence, at the expense of bigger time delays.

### 3.3 The ALICE Virtual Reality navigator

The ALICE VR Real Time Inspector and Navigator [4] is a standalone VR software platform for the real-time inspection and navigation of very complex virtual models, developed at the Universitat Politècnica de Catalunya. It has been used in a number of applications such as navigation in urban environments or interior ship design. In order to allow the users of these applications to be able to navigate and inspect complex 3D models in several VR systems, ALICE offers the following features:

- **Stereoscopic visualization**: works either with passive stereo, or active stereo such as Head Mounted Displays [126], and for low cost VR systems [4, 34].

- **User position and orientation tracking**: allowing implicit interaction by following the user’s movements and making him feel he is inspecting a real object.

- **Different VR modes of execution**: able to work over different VR display systems like stereoscopic tables, the CAVE, etc.

- **Use of multiple interaction devices**: being able to follow orders from mice, joysticks or VR gloves.

Apart from these external features, ALICE implements internally an extensible system of callbacks and many advanced computer graphics algorithms, in order to be able to work interactively with highly complex scenes. It uses internally a hierarchical object scene graph, keeping also for each element non-geometrical information, allowing, for example, multi-resolution textures. Among these advanced algorithms are the following:

- **Simplification techniques**: ALICE maintains different levels of detail (LoD) for all objects in the scene, allowing a faster visualization of complex models by choosing the right level of detail depending on the distance between the object and the observer [3] (further objects can be visualized with less detail without losing image quality).

- **Visibility culling**: This technique eliminates from the visualization process those parts of the geometric model that will not be visible from the current observer’s (camera) position [1]. The technique may be combined in ALICE with the multiple LoDs [2].

- **Collision detection**: The collision detection is a key component for any VR system, being the base for object manipulation (such as using a VR glove to select objects by virtually “touching” them [37]), robotics, vehicle simulators, etc.
3.4 Performance analysis of the framework

The ALICE application is already factored into two software components, Graphics Rendering and User Interface. The User Interface component is provided by Qt, an object-oriented user interface cross-platform toolkit (using the MVC paradigm) for MS Windows, several UNIX variants, GNU/Linux and MacOS X.

The decoupled callback hooks system in ALICE connects user events to the graphics pipeline by means of a indexed command list. Each element of the lists stores a settable reference (the “hook”) to some object’s method (the “callback” function). When an UI event triggers a particular command, its corresponding callback hook is executed with the provided event information and current environment state.

3.4.1 Framework validation in ALICE

Given all the above, it was considered a suitable candidate for enhancing its collaboration features. Just changing some flags at the compiling phase allows the UI and GR components to load in separate threads. Next, the following steps were taken to fit ALICE into the framework:

1. Instantiate the shared session (SS) layer class, holding all common state awareness attributes, such as the scene graph, avatars, remote references for the broker and the list of participants.

2. Choose a scalable topology (P2Pr, for this version).

3. Devise the peer-to-peer and peer-to-broker message protocols.
4. Instantiate the message parser class to process event messages, and place it in the networking communications (NC) component.

5. Wrap the GR, UI and NC software components as SS layer class attributes, and launch each of them in a separate thread.

6. Add one method call to provide a callback hook linking the message parser class in the NC component to the session-update method of the SS component.

7. Add one method call in the UI’s main method to provide a callback hook to the SS layer.

8. Add one method call in the GR to provide the callback hook syncing the cameras and states of network peers just before rendering.

9. Instantiate the broker class, adding the necessary services.

The whole setup comprises just five classes: session-peer-broker communications, thread management, message parsing, callback serialization and remote camera handling.

### 3.4.1.1 Peer and Broker instantiation

A scalable P2Pr topology was initially chosen [137], given that all clients already function with local scene replicas and it would not change much ALICE’s behavior. In shared mode, the broker indicates the remote reference of the current scene, so hopefully everyone would be placed in the same model. The broker must be active for a session to be initiated by at least two subscribing participants. Each client may choose a session role (usually peer) and an avatar representation (from a menu), as shown in Figure 3.5, while keeping a list of the current interactions with other users. As they navigate, clients may chat to each other, or place 3D markers to call attention to some feature.

Clients can also take the role of “voluntary slaves” for some other user, which now becomes a camera server. The slave shuts down its own cameras and reflects the master’s camera viewpoint and actions, the latter effectively taking possession of the slave’s remote display devices. This feature may also be used to “teleport” a participant to the position of another, which is very useful to avoid losing virtual eye-contact among peers. Each node does independent renderings, which allows a client to show a wireframe representation while another fully renders the same scene.

### 3.4.1.2 Message protocol implementation

The message protocol for communicating with the broker is the same for all implementations, since it is application-independent. The continuous communication channel for location/orientation messages may be used as implemented for avatar presence notification, although it may be extended to add continuous streaming of data acquisition from haptic input devices. The message parser class must be extended to handle the manipulation messages proper to each new VR
tool. Callbacks that affect model integrity or are subjected to user interaction (such as a local client touching, grabbing, adding or modifying an object or the scene) were fitted with serialization and de-serialization methods to encode and decode the callback replication message, which is immediately multicasted to all peers in the session (plus the broker, if the session is being recorded). Out of the growing callback set of ALICE (around 100), only a subset of 14 affect model integrity, shared scene state and object appearance, although more may be defined in the protocol.

Semaphores in the NC thread activate and deactivate the UI and GR threads when it is modifying incoming packets such as clients’ cameras, so to avoid the race conditions so common to concurrent programming.

3.4.2 Emerging ALICE collaborative features

A practical side arising of an implementation based on abstract wrapper classes, is that it is platform-agnostic and extensible, which makes it quite portable. Each application only needs to inherit from the message parsing class, add its own protocol processing code and provide the hooks for the UI and GR components. Given the new features provided by the framework, ALICE was enhanced visually and structurally with three new important additions: (1) remote user windows, (2) extended callback mechanism, and (3) collaborative object manipulation.

3.4.2.1 Remote user windows

This additional feature to the collaborative capabilities of ALICE allows the user to overlay several small frames echoing the rendering of remote collaborating users on top of the application’s own rendering. In Figure 3.6 the main window shows the avatar of the remote user whose rendering is being visualized in the small north-east corner.

Since the purpose of this feature is to know how the remote user is seeing the scene at any time, some information about the local rendering of that user is also required to pass through the network (apart from the information of position and orientation of his camera). This information includes, for example, the position of far and near clipping planes.

3.4.2.2 Extended callback mechanism

When a user interacts with ALICE, he can cause some changes in the scene or in his representation in the collaborative session (changing the avatar or becoming stand-alone, for example). These changes should be broadcasted to the rest of the participants on the session, so they can be aware of what the changes were.

As already stated before, an ALICE callback is an code entity hooked to a certain task that has to be done in the application. Callbacks that imply a network communication, causing the replication of its task in all other participants in the collaborative session, require the implementation of methods for serializing, sending, receiving and de-serializing the information associated with it.
Since each callback may involve different number and type of parameters, its serialization and de-serialization is known and performed by the same callback, at both ends of the network. This also has the advantage of packing the parameters as one stream of data, avoiding sending redundant metadata overhead. The only information that has to be sent with the callback network message is the unique ID of the callback method able to de-serialize the message.

Examples of callbacks included in the collaborative ALICE application are the following:

- *change avatar representation*, the user selects a different representation for its own avatar;
- *add a new light to the scene*;
- *select/deselect an object*;
- *change a property of the selected object*;
- *eliminate the selected object*;
- *move/scale/rotate the selected object*;

The last four callbacks listed are directly related with the collaborative manipulation of objects explained next.

### 3.4.2.3 Collaborative object manipulation

ALICE, as a navigator and inspector, has limited modeling options in the scene, but it allows the user to move and delete objects and also to change several object attributes like color, for example.

Since this collaborative object manipulation requires some control at session level, the broker’s framework (explained in subsection 3.2.2) has been extended to support a locking hierarchy for object selection. When a user wants to manipulate an object he has to select it first by asking the broker whether the object is already selected by another user. The requests for selecting an object arriving to the broker are served by timestamp, so the oldest request is the one who locks the selection. When the broker accepts a selection coming from a user, this selection is multicasted (via the callback) to the rest of the users in the session.

In order increase user awareness of other participants, objects held by remote users are labeled as *remotely selected* in the local copy of the scene, and the visualization routine overlays a red wire-frame around them. Objects labeled *locally selected* are overlaid with a white wireframe. This information of remote selections is also kept in the list of remote users, to be able to recognize the user currently holding a certain object, useful when performing the rendering of that user’s viewpoint in the remote frames (for example, in Figure 3.6 the finger being manipulated by the local user is being shown as *remotely selected* in the small frame of a separate peer.)
3.4.3 Evaluation of results

ALICE has been successfully used as a collaborative platform over different VR systems, such as HMDs, Stereoscopic tables [4] or a portable system [34] (see Figure 3.7). Some of the applications are the following:

- **Inspection and navigation in the interior of a ship.** Ship designers cannot use real prototypes to evaluate their designs, so they need virtual prototypes to be evaluated. Different users may discuss about the resulting design without needing to be at the same place at the same time.

- **Training in medicine.** A surgeon can show the students, for example, how the scalpel should be used for a certain surgery incision.

- **Inspection and modification of architectural design.** The virtual design made by the architects can be shown to potential clients in order to know their opinion. A client, by collaborating with the architect (see Figure 3.5), can also make small changes such as moving furniture or walls in order to propose other possibilities not far away of the initial design.

We have tested ALICE’s remote collaboration and navigation services in the several VR systems in our lab, and also in sessions with the Girona University (located 100 Km. from the Barcelona campus) through a 10Mb wide area network connection. In our lab we have available HMDs, a stereoscopic table, a CAVE, a MiniVR system and flat displays; and a similar setup at the Girona campus. The results obtained from our tests can be seen in the following table. The scene used on these
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![Figure 3.7 Some of the different VR systems (commercial and homegrown) where ALICE has been tested.](image)

Some of the different VR systems (commercial and homegrown) where ALICE has been tested.

tests (the interior of a ship, see Figure 3.8) contains 50.000+ polygons (close to 300.000 rendering triangles), but on purpose does not have complex textures that could skew graphics performance. Table 3.5 shows the results obtained in the communication of 2, 4 and 8 workstations using unicast addresses from both sites.

**Table 3.5 Collaborative scene performance measurements**

<table>
<thead>
<tr>
<th>Participants</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. Number of messages</td>
<td>–</td>
<td>2539</td>
<td>8067</td>
<td>14331</td>
</tr>
<tr>
<td>Avg. Total Net. Time (ms)</td>
<td>–</td>
<td>35</td>
<td>31</td>
<td>46</td>
</tr>
<tr>
<td>Avg. Roundtrip Time (ms)</td>
<td>–</td>
<td>13</td>
<td>46</td>
<td>57</td>
</tr>
<tr>
<td>Avg. Framerate (f/s)</td>
<td>47.3</td>
<td>45.2</td>
<td>44.2</td>
<td>42.7</td>
</tr>
</tbody>
</table>

In the table we observe the average total number of messages sent through the network in a series of repeated navigation trials, each test lasting 4 minutes. The total network time (in milliseconds) gives information about how much time ALICE spent in the transmission of messages during these 4 minutes tests (this means that only around 0.1-0.2% of total time was spent in network communications). The roundtrip time is also indicated in milliseconds. Since for this test we use unicast addresses, roundtrip time increases as more peers participate in the session. Finally, the table shows the average rendering framerate achieved for each case, which indicates that increasing the number of nodes affects graphics performance very slightly compared to the standalone performance, and is comparable to similar setups in the studied environments.

As already stated in subsection 3.4.1, the migration of ALICE to a CVRE was fast and uneventful. Based on the fact that the application was already designed considering graphics rendering and user interface as separate components, its porting to our framework only required to define an adequate message protocol, connect the appropriate callback hooks, and add two method calls and corresponding code hooks in order to attach the application to the new network and session parts.
Following the same migration scheme, it should be easier to transform any other VR application into a collaborative VR application, given that the peer-to-broker protocol won’t change much, if at all. In fact we are presently porting another application built in our lab which addresses inspection and management of complex medical and organ models. Some fine-tuning must be performed to adjust threaded execution. A highly textured model may take a while to render, making timely interaction slow and difficult. Although this can not be avoided, it may be reduced by changing thread priorities to model complexity and network traffic. To measure performance in a clogged network, we created high traffic conditions by loading multiple ALICE instances at each workstation, resulting in clients falling out-of-sync due to packet losses. To minimize these latency problems, there is an option to process only the most recently received (by timestamp) packet from each peer in the environment, at the expense of a somewhat jumpier navigation.

3.5 Conclusions from this chapter

Having characterized the generic collaborative features for VR systems, we have developed an agile framework to add collaborative capabilities to standalone scene renderers. We incorporated a hybrid distributed user interaction model, based on multithreaded software components, peer-to-peer scalable topology for network communications, a custom protocol with message-passing channels, and a multi-camera subscription model with interchangeable user roles.

The generic crossplatform framework was validated by a fast porting of the ALICE VR Navigator, allowing an easy evolution of (formerly stand-alone) VR applications into complete collaborative virtual reality environments. The proposed mechanism for camera management and sharing is an
easy one to learn for users and seems to be adequate for remote presence and collaboration tasks.

The next step will be extending collaborative breadth of the framework by including in the Session layer a fourth thread, one dedicated to handle haptic devices, adding high frequency force-feedback event sampling to the interactive session repertoire. To this end, given the huge scene size of current VR scenes and objects, we plan to use the framework for developing collaborative applications with a peer-to-peer with sharing scheme (P2Ps), and also allow the incremental streaming of multi-resolution objects to improve rendering performance and scalability, with special attention to image-based speeding techniques that reduce geometric density of models without degrading haptic perception of detail. We will set a battery of experiments with untrained users soon in order to have a more accurate measure of perception and ease-of-use.

The corresponding research and its results have been recorded and described in the following references: [136], [137], [134], and [135].
In the following sections we develop a new treatment for haptic perception of fine detail, postulating a method that dresses triangle meshes with image-based composite mesostructures “coats”, built out of heightfield displacement textures and normal maps. These mesostructure coats are used to create, enhance or substitute surface features in low, mid and higher frequencies, adding non-existent detail at a very low processing cost. We then delve into explaining the set of usability tests that allow us a fair comparison of rendering techniques using the same mesh models and surface details. This allows us to measure quantitative differences on perception, performance, and suitability for surface fine detail, and also to determine the limits in which the proposed solution serves its purpose.

Our objective is to find an algorithm to allow haptic perception of surface details in very complex scenes represented by triangle meshes, and to compare it to other known solutions.

The experimental setup is based on an algorithm for the generation of a detailed geometry, a force mapping algorithm based on normal maps, and the solution proposed which incorporates heightfield mapping (see figure 4.1).

### 4.1 Models for haptic perception of surface details

The simulation of surface details in very complex models has not been a problem from the visualization point of view since the late 70’s. Algorithms such as the use of colored textures or bump-mapping are well known in the literature [9]. An image-based visualization approach uses impostors to replace the nearest object geometry, as described by Policarpo [102] and Baboud [5] for fast shading of geometric objects using displaced-mapped impostors, either as a two-sided back/front map or a six-sided cube map.

In the case of haptic perception, as we have seen in Section 2.3, any simulation algorithm should be efficient enough to achieve the high frequency updates (1000 Hz) required by the force feedback devices.
4.1.1 Generation of geometry

A direct algorithm simulates surface details by generating the local geometry corresponding to these details. This geometry can be calculated as a preprocess for the whole model, or locally for each triangle of the mesh at run time, by deciding which triangles of the mesh are inside some bounding structure enclosing the haptic probe.

A collision detection algorithm then tracks the haptic probe (or god-object), which is represented in the screen by a proxy. When moving freely in empty space, its coordinates coincide. When the god-object hits a triangle, the proxy clamps to the collision point, and a force is exerted in the haptic device to push the god-object to the nearest point in the hit triangle, with the proxy following suit along the surface.

In the aforementioned cases, the cost in time and/or space of modeling detailed surface using just geometry is not affordable given the frequency updates requirement. Having many small triangles, the haptic probe may well be at another point in the surface (a far-off triangle) after detecting a collision, and the resulting force interplay can cause unstable behavior, adding spurious force feedback, inducing vibration or simply wrong sampling (haptic aliasing).

4.1.2 Force mapping

One of the algorithms used in visualization to simulate surface details is the bump-mapping algorithm. It consists of a texture map where each value corresponds to a normal vector direction (RGB corresponds to XYZ coordinates respectively), which can be different for each point in the map. A discretization of the triangle’s surface is achieved by mapping texture points to corresponding points within the mesh triangle, having a different normal vector at each point. The visualization bump-mapping algorithm uses these normal vectors at the discrete points to calculate illumination values inside the triangle, simulating the surface details.

The haptic perception bump-mapping algorithm, also called force mapping [7] (see listing in Algorithm 4.1) is based on the same principle. It uses the normal vector at surface points (shown in figure 4.2), either procedurally or sampled from a texture map, to calculate force direction and magnitude to be applied to the haptic device after it collides with a triangle.
4.2 Per-face heightfield haptic rendering algorithm

Heightfield rendering has been used primarily as a technique for imaging large datasets out of GIS data. These are usually huge files stored as RGB\(\alpha\) images, with the RGB providing texture information and the \(\alpha\) channel providing the vertical height. A grid is used to scan the heightfield, interpolating and filtering values as needed, and creating a corresponding geometry.

For haptic rendering in this sort of applications (terrain models), the proxy’s calculated position must correspond accurately to that of the tracked god-object’s, because the magnitude of the heightfield map is usually very big and small differences may cause wrong perception. These models generally render a whole terrain as a gigantic heightfield map [103].

The requirements can change slightly when the objective is not a GIS application. In our case, our interest is using heightfield mapping applied to haptically render a triangle mesh model, in which different heightfield textures can be applied to different triangles. Another requirement in

---

**Algorithm 4.1 Haptic force mapping.**

```plaintext
1: loop ▷ Sample new haptic probe position
2: Detect collision with the mesh triangles
3: if (∃ collision) then ▷ Found a collision point within triangle
4: Calculate repulsion force direction by sampling
5: point surface normal stored as a texture map.
6: Apply this force to the haptic device
7: end if
8: end loop
```

By using this haptic perception algorithm and implementing the *bump-mapping* visualization as a GPU shader, we achieve a correct perception of surface roughness when height distortion is not very steep. This is because the collision is always detected against the triangle of the mesh, so a perception of a displacement upward or downward from the triangle surface is not possible (more detailed results in Section 4.4).

**4.2 Per-face heightfield haptic rendering algorithm**

Figure 4.2 Correspondence between simulated surface (top) and normal vectors (bottom).
this sort of applications is that the triangles are not as big as the whole model, and actually in many cases they are small enough to be represented in a small area of the screen. This implies that the accuracy required for computing the proxy’s position as explained above is not so strict in this case, since we want to simulate small surface details in a single triangle of the mesh. On the contrary, it becomes much more important to be able to determine, at a low cost, which triangle is being collided by the haptic probe, so the haptic render algorithm can apply the appropriate heightfield mapping.

In order to fulfil this requirement our algorithm combines different techniques to make this haptic rendering as efficient as possible:

- The triangle mesh is represented by an octree space decomposition, which allows a very quick detection of the area where the haptic probe is located, discarding early in the process a very high amount of geometry of the model which does not need to be considered in the rest of the algorithm.

- The collision with a triangle of the mesh is detected against a prism created between the triangle and a copy of the triangle displaced over a certain maximum distance for the heightfield map values (see figure 4.3(a)). All triangles created to define this prism share the same identifier with the original surface triangle of the mesh, so the computation of the right triangle is immediate.

- A potential collision against any side of the prism triggers the heightfield haptic rendering of a small grid cell just lying in a perpendicular triangle under the probe, shadowing the probe’s movement. If at any time the probe descends below the signaled height for that cell, a repelling force is applied to the haptic probe along the surface normal at the projected point, proportional to the height difference (or penetration). This forces the god-object onto the surface at that point, at which the force ceases to be (see figure 4.3(b)).

- All the heightfield maps are forced to distance zero on the edges of the mapped triangle, avoiding discontinuities on these edges that can cause instability in the haptic device.

Algorithm 4.2, used for this approach, works as follows, shown also in Figure 4.3:

For haptic rendering, the god-object’s location and orientation are tracked as a the vector or ray starting from its last sampled position to its actual whereabouts. As before, there is an underlying base grid, in which the heightfields may be represented as triangular, square, bilinear or NURB patches.

A local search is started to see whether this ray intersects one or more of the patches (depending on the angle, it may go through quite a few of them), and select the closest one with some distance function. After that, it behaves as in the geometric haptic modeling, clamping the proxy to the surface and pushing the haptic probe to the surface, which again may not coincide with the initial collision point.
Algorithm 4.2 Heightfield-displacement rendering.
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2: \hspace{1em} \triangleright \text{Sample haptic probe position } P_H;
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1: \hspace{1em} \triangleright \text{Optimal sampling speed between 200-1000 Hz}
2: \hspace{1em} \triangleright \text{Sample haptic probe position } P_H;
3: \hspace{1em} \triangleright \text{Haptic Probe } P_H \text{ is inside } T_j \text{'s prism}
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5: \hspace{1em} \triangleright \text{Sample the heightfield displacement}

4.2.1 Comparison between force mapping and per-face heightfield haptic rendering algorithms

In order to compare the quality of haptic perception using both force mapping and height fields, we decided to set up the environment experimental conditions as close as possible for each run. This means using the same base models for both runs, and an exact correspondence between the relief map used as a heightfield and the normals map used for force mapping.

First, a sphere, built recursively at several resolutions out of a perfect icosahedron was chosen as the base model. For the sake of enhancing the features detailed in the article, it has been set to the simplest possible resolution for the figures appearing in this article, to better appreciate visually the rendered surface texture.

Secondly, we generated synthetic heightfield maps, and used it to compute a corresponding normal map, using a standard GLSL shader. In this way we obtained corresponding pairs of heightfield and normal maps representing the same 3D geometry, as shown on figure 4.4. In the end we settled for the three textures shown here, since each allows to perceive different surface characteristics.

The textures chosen are an embossed cross with only flat and vertical surfaces, gently sloping circles with a soft gradient, and a texture with alternating polished and variable bumpy areas. Additionally, taking advantage of the graphics card hardware, we implemented the shading part corresponding to our bump mapping as a GPU shader, just to allow a better haptic sampling rate.

We show on figure 4.5, different renderings using force mapping and heightfields. It is evident that bump mapping makes a smoother visualization, and it is much faster, even without the shader. However, in terms of haptic perception, the comparisons are quite different and depend on the
characteristics of the texture map.

We studied the haptic perception of the user in both methods, force mapping and our heightfield algorithm, with several texture maps with different characteristics:

- In the case of a texture map like the one shown in figures 4.5(e) and 4.5(f), where the texture image shows two bumpy areas, the resulting perception is somehow similar in both methods. The user perceives a certain roughness in the fine bumpy area and a bumping feeling and certain guidance among bumps in the coarse bumpy area.

- In the case of a texture like the one shown in figures 4.5(c) and 4.5(d), where the texture image shows a big oval and two small bumps over the surface, the resulting perception is a bit different between the two methods. In the part of small bumps there is almost no difference, but in the big oval part, although in both cases when the user is inside the oval there is some similar resistance to go out, with the force mapping method the user only perceives the resistance for going up to the oval while with the heightfield method the perception is clearly going up to the oval and down from it.

- In the case of a texture like the one shown in figures 4.5(a) and 4.5(b), where the texture image shows a cross step over the surface, the perception is clearly different between the two methods. With the force mapping method the user only perceives resistance on the going up and a jump going down, but no height differences can be perceived. Moreover, there are some instabilities on this perception in the areas of the middle of the cross, because there are neighbour points with very different normal directions. With the heightfield method the user perception is much better in this case, because the parts of the cross going up and down give the feeling of going up and down with different height on the top of the cross than on the base. There is no instability either in those areas in the middle of the cross.
As a summary, we can say that the force mapping method can be a good approximation for modeling an apparent roughness of material, but is not sufficient for irregular normal maps where the perception has to be tight to the texture shape. This problem is solved with our height field algorithm, which gives an accurate sense of the surface characteristics.

However, the perceived sensation at the end of the probe does not quite convey a sense on the surface, and although gives a good approximation for modeling the apparent roughness of the material, it is a turbulent ride when using very irregular normal maps, such as those arising from terrain modeling, and other textures that need a sense of going up or down, even at small steps.

On the other hand, rendering heightfields, as in the approach presented, gives an accurate sense of the surface characteristics, allowing 6 DOF movement while keeping the computing cost relatively low, as long as the underlying textures below the triangles are of a reasonable size. Individual local heightfields with texture sizes between 128 and 256 pixels per side work reasonably well. Anything lower feels coarse and higher texture densities may be too much, either affecting haptic sampling rates, rendering framerates or both.

The equipment used is a HapticMASTER from FCS, having a built-in wide haptic 3D space, able to exert forces from a delicate 0.01 N up to a very heavy 250 N, with a wide 3D perception field, equivalent to a wedge of 40 cm x 36 cm x 1 radian. The PC is a 2GHz Pentium IV with an ATI Radeon 9700 graphics card.

**Figure 4.4** Normal and height maps of choice test surfaces.
By modulating the underlying texture by subsampling or gaussian smoothing of texture patches, the same surface can be rendered as grainy detail, a softer sloping surface or blocky one, altering the perceived quality of the same triangle mesh. There can be several texture maps active and rendered at any time, one for each base triangle.

In the following sections we develop a new method for haptic surface perception, overlaying...
simple triangle meshes with image-based composite mesostructures built out of heightfield displacement textures and normal maps. A devised usability testing trial set allows making fair comparisons of rendering techniques using the same mesh models and surface details, measuring quality and performance of the proposed solution for the perception of fine surface detail.

4.3 Mesostructure model for haptic rendering

We proceed now to elaborate on a method that proposes a global solution to the aforementioned problems. Instead of applying the force in the normal direction of the base triangle $T_k$, a more accurate rendering approach applies the repulsing force in the exact direction of the normal at the specific impacted surface point. Normals are generated directly from the heightfield displacement texture and both are stored in a texture, creating what we call a Hybrid Rugosity Mesostructure or HRM. Taking into account the traversal direction when touching a surface, the haptic point is pushed in the direction of the normal, and a constraint system combines this repulsion with the force exerted by the user at the probe, producing a change of position and orientation without incurring in lagged responses.

This allows to vary surface sensation exploration by “coating” a mesh with several surface reliefs at different frequencies. This image-based general procedure, shown in Algorithm 4.3, uses the previously defined prisms with an added twist. The HRM tuples from normal maps and heightfield displacements $\vec{N}(s, t), H(s, t)$ correspond to an RGBA texture, having coordinates $(r, g, b, \alpha) = (N_x, N_y, N_z, H_w)$.

The heightfield-normal tuples may be provided as static or procedural 2D, 3D or 4D (3 + time) textures, allowing for even greater complexity of haptic perception and correspondence with visual renderers. Friction, viscosity, magnetism, color and other surface properties may be easily added as additional entries on the HRM, requiring only the modification of the force-response accordingly. Haptic resolution gets scaled in sync with the current visual zoom state, so features not measurable at lower zoom levels (“blurred”) become noticeable at close range, and surface perception becomes more accurate.

4.3.1 Blending haptic mesostructure at the edges

Algorithm 4.3 also computes soft transitions at triangle edges having different mesostructures using a simple interpolation scheme. For each face in the mesh, we keep track of neighborhood information of all adjoining face indices. When following along the surface of the mesh, the mesostructures in neighboring faces may produce an abrupt topographic change at the edge, that if left to stand will produce a sudden force kick (in magnitude and orientation) in the haptic device. To eliminate these abrupt jumps, we devised the following stitching procedure to blend the transition among convex faces. Heightfield and normals closer to the edges are sampled from the rugosity mesostructure
Algorithm 4.3 Haptic mesostructure-blended rendering.

1: loop
2: Sample haptic probe position \( P_H = (x_H, y_H, z_H) \); \( \triangleright \) Detect collisions against the triangle octree;
3: if \( \exists \) collision at some triangle prism \( T \) then
4: Project \( P_H \) against \( T \) to obtain surface point \( P \); \( \triangleright \) The haptic probe is inside the prism
5: Compute 2D texcoords \((s, t)\) of \( P \) over \( T \);
6: Obtain barycentric coords \( a, \beta, \gamma \) of \( P \) in \( T \);
7: if \( \exists a, \beta, \text{or} \gamma \geq 1 - \rho \) then \( \triangleright \) We are within \( \rho \) distance of an edge
8: \( \overrightarrow{AN} \leftarrow 0 \);
9: \( AD \leftarrow 0 \);
10: for all \( T \) and adjoining triangles \( f_i \) of \( T \) do
11: Project \( P_H \) against \( f_i \) to obtain \( P_i \);
12: Compute 2D texcoords \((u_i, v_i)\) of \( P_i \) on \( f_i \);
13: Sample HRM pair \( [\overrightarrow{N_i}(u_i, v_i), H_i(u_i, v_i)] \);
14: Evaluate weights \( \omega_i \) from \( P, P_i \) and \( \rho \);
15: \( \overrightarrow{AN} \leftarrow \overrightarrow{AN} + \omega_i \overrightarrow{N_i}(u_i, v_i) \);
16: \( AD \leftarrow AD + \omega_i H_i(u_i, v_i) \);
17: end for
18: \( \overrightarrow{AN} \leftarrow \overrightarrow{AN} / |\overrightarrow{AN}| \);
19: \( AD \leftarrow AD / \sum \omega_i \);
20: else \( \triangleright \) Collision against a single face
21: Sample HRM pair \( [\overrightarrow{N}(s, t), H(s, t)] \);
22: \( \overrightarrow{AN} \leftarrow \overrightarrow{N}(s, t) \);
23: \( AD \leftarrow H(s, t) \);
24: end if
25: if \( \text{penetration} = AD - |P_H, P| > 0 \) then \( \triangleright \) Positive penetration, a real collision
26: Calculate force magnitude \( F(\text{penetration}) \);
27: Apply \( F \) in the normal \( \overrightarrow{AN} \) at the device;
28: end if
29: end if
30: end loop

using a multi-texturing approach. In Figure 4.6(a) we see a schematic of this heightfield stitching. A parametric band of size \( \rho \) extends at both sides of each edge. In this area we use an alpha-blending function. We extend each parametric distance of the triangle’s barycentric coordinates in this quantity \( \rho \), say 0.05 (or 5%) over each HRM. Each blending map of Figure 4.6(b) is then used to compute an averaged mesostructure that spans parametrically a \( \rho \) distance across each edge.

If the projected point of the haptic probe is inside the \( \rho \) band of triangle \( A \) (in Figure 4.6(a)), at least one of the barycentric coordinates of \( P_0 \) is less than \( \rho \) at some edge. This point is remapped into the opposing triangle \( B \), obtaining its local set of barycentric coordinates \( P_1 \). To blend both heights and normals, we solve for a \( t \) value between 0 and 1 out of \( P_0, P_1 \) and \( \rho \) for the chosen blending function, and obtain the corresponding weights \( \omega(t) \). Several blending functions may be defined for different effects. If we desire no blending at all, a half white/half black map (Figure 4.6(b), No blend) will produce the abrupt relief transition at the edges, generating jumps at edge crossings. A linear gradation from white to black (Figure 4.6(b), Linear) or a sloping S-shaped curve (Figure 4.6(b), S-
4.3 Mesostructure model for haptic rendering
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**Figure 4.6** Placing per-face HRM textures (heightfield and normalmaps) on top of triangles. To avoid abrupt surface changes crossing surfaces, a blending function is applied around a \( (\rho) \) band along edges. Interpolation can be either linear (i), smoothed (ii) or none (iii).

Shape) offer more stable and pleasant results. We use the \( \omega \) weights to compute an average height and normal direction. In the case of point \( P_2 \), some additional barycentric coordinate is also less than \( \rho \), so this process is repeated for this adjacent edge. Point \( P_3 \) falls outside of the \( \rho \) bands, so it is sampled only once.

4.3.2 Haptic rendering in concave faces

A problem mentioned before is a performance issue arising when rendering non-convex objects (see Figure 4.7(a)). When two or more triangles form a concave fold or depression (angle between faces less than 180°) the haptic probe could be inside two (or more) prisms at the same time.

Basically, the treatment of concave faces is the same applied to flat and convex faces. It will blend heights and normals in a band of size \( 2\rho \) around the edges (half in one face, half on the other), so the effect will be a repulsion away from the edge. Unfortunately, this may create a back-and-forth effect at the probe (see Figure 4.7(a)), sometimes getting stuck and unable to leave the surface, or in rare cases, generating a resonance situation with ever increasing force magnitude, generating a device failure. Our solution is to transform the initial mesostructure texture, so that height and cumulative normals are already mapped for those surface points that collide into other faces, saving the inclusion and collision tests altogether. In Figure 4.7(b)(i) we see two adjoining triangles and their corresponding unblended mesostructures (blue and yellow), with a subsurface hole (and potential device trap) laying in the middle. At Figure 4.7(b)(ii) we see the result of the blended joint mesostructure, with the hole eliminated. The probe will be pushed away in the combined correct direction.

To avoid borderline cases, we add a small \( \epsilon \) to the collided heights to avoid getting trapped in a narrow crevice or hole. The probe is detected inside the common region by a simple inclusion
test, and the relevant heightfields (red) reflect the correct surface relief close to the edges (Figure 4.7(b)(iii)).

Stitching different mesostructures may be applied at triangle boundaries if so desired. When the HRMs are precomputed from existing fine geometric detail, abrupt height and normal differences are greatly minimized across edges, thus greatly reducing haptic artifacts.

4.4 Testing Procedure

To measure quantitatively the participants' abilities to perceive each surface's haptic properties, we devised the following protocol for choice meshes and textures, using both force shading and HRMs.

4.4.1 Setup

A total of 4 (Tests I, II, III and IV) separate experiments (see Table 4.3) were performed on the participants, plus a previous baseline perception test (Test 0) as control setup, so users would recognize what a feature-less surface feels like.

Equipment:

A FCS HAPTICMaster, able to exert forces from a delicate 0.01 N up to a heavy blow of 250 N, with a built-in 3D haptic perception wedge of 40 cm x 36 cm x 1 radian. The PC is a 2.4 GHz Pentium IV with an ATI Radeon X1600 graphics card.

Stimuli:

We prepared a set of base meshes, shown on Table 4.1, each having some measurable perception property. To create the set of HRM coats shown on Table 4.2, we generated the appropriate height-field displacement maps, and calculated their corresponding normal maps as explained in [120],

Figure 4.7 Haptic rendering in concave faces.
(also used in force shading). In the latter manner we could dress any mesh with chosen HRM coats representing particular 3D mesostructures.

### Table 4.1 Trial model meshes.

<table>
<thead>
<tr>
<th>Mesh</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_a$</td>
<td>Open regular mesh (flat triangle surface)</td>
</tr>
<tr>
<td>$M_b$</td>
<td>Softly convex mesh, folding angles slightly over $180^\circ$</td>
</tr>
<tr>
<td>$M_c$</td>
<td>Convex mesh, faces folding at acute, square and obtuse angles</td>
</tr>
<tr>
<td>$M_{d,j}$</td>
<td>Closed convex meshes (spheres), recursively derived from an initial Icosahedron</td>
</tr>
<tr>
<td>$M_e$</td>
<td>Open concave mesh in the shape of a “cup”</td>
</tr>
<tr>
<td>$M_f$</td>
<td>Open mesh of a regular gradation of triangles, from big to small</td>
</tr>
<tr>
<td>$M_g$</td>
<td>A much denser mesh based on $M_b$, with very small triangles following the heightfield</td>
</tr>
</tbody>
</table>

### Participants:

Each test involved 18 different user tester/trials (6 participants, 3 trials each) for each setup. Testers were isolated and unaware of what to expect. All of them had used the haptic device before, and were instructed to maintain constant force and speed throughout each experiment. Their perception impressions were recorded from the same live questionnaire.

### Table 4.2 Hybrid rugosity mesostructures.

<table>
<thead>
<tr>
<th>HRM</th>
<th>HRM feature description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_0, N_0$</td>
<td>Zero height, constant orthogonal normals texture</td>
</tr>
<tr>
<td>$H_{1,k}, N_{1,k}$</td>
<td>Family of serrated textures (vertical left side; sloping right side), with peak frequency growing in $k$</td>
</tr>
<tr>
<td>$H_2, N_2$</td>
<td>Raised beams crossing at right angles</td>
</tr>
<tr>
<td>$H_3, N_3$</td>
<td>Gently sloping rings, peaks and holes</td>
</tr>
<tr>
<td>$H_4, N_4$</td>
<td>Bumps and warts of varying sizes and densities</td>
</tr>
<tr>
<td>$H_5, N_5$</td>
<td>Raised flat cylinders (such as a coin)</td>
</tr>
<tr>
<td>$H_6, N_6$</td>
<td>Engraved letter S (a narrow groove or scratch forming a purely negative heightfield)</td>
</tr>
<tr>
<td>$H_7, N_7$</td>
<td>An irregular fractal landscape</td>
</tr>
</tbody>
</table>

### Procedure:

Each trial consisted in a different $(Mesh, HRM, Test)$ triad being executed. The control experiment (Test 0) was established to rule out perception differences between the geometric and HRM-based renderings of the same meshes.

The experiments (shown on Table 4.3) were performed and measured modulating the maximum amplitude of heightfield displacements, at 1%, 5%, 10%, 15% and 20% of the average edge length of
each mesh. This proved a better predictor than average triangle mesh area, since it works well even with near degenerate triangles.

Table 4.3 Trial tests protocol.

<table>
<thead>
<tr>
<th>Test Description</th>
<th>Mesh</th>
<th>HRM</th>
<th>What is measured</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Test 0.- Baseline perception (Control)</strong></td>
<td>All</td>
<td>$H_0$</td>
<td>Differences between geometric and HRM renderings of same mesh</td>
</tr>
<tr>
<td><strong>Test I.- Quality of Visual-Haptic perception</strong></td>
<td>$M_a, M_{d,j}$</td>
<td>$H_2, H_3, H_4$</td>
<td>Perception differences between haptic rendering algorithms</td>
</tr>
<tr>
<td><strong>Test II.- Perception quality of monotonous mesostructure (simple patterns)</strong></td>
<td>$M_a, M_b$</td>
<td>$H_{1,k}$</td>
<td>Visual-haptic resolution calibration, height variation, groove counting and orientation</td>
</tr>
<tr>
<td><strong>Test III.- Perception quality of non-monotonous mesostructure (complex patterns)</strong></td>
<td>$M_b$</td>
<td>$H_2, H_3, H_4, H_5, H_6, H_7$</td>
<td>Visual-haptic correspondence, height variation, contour following, bumpy quality</td>
</tr>
<tr>
<td><strong>Test IV.- Perception of visual-haptic disparity in a gradated mesh</strong></td>
<td>$M_f$</td>
<td>$H_{1,k}, H_2, H_7$</td>
<td>Limits of feature perception at changing resolutions</td>
</tr>
</tbody>
</table>

4.4.2 Test 0 – Baseline perception (Control)

The baseline perception was designed to test whether users would find any differences between a simple collision with the underlying mesh geometry, and the same mesh having its triangles replaced by the flat mesostructure $[H_0, N_0]$ (of constant zero height throughout).

4.4.2.1 Evaluation of results from Test 0

With respect to mesh $M_a$ (flat mesh of equal triangles) and $M_f$ (flat mesh of unequal triangles) all testers detected no edge crossings or features whatsoever. Working with meshes $M_b, M_c, M_d$ and $M_e$, edge crossings were detected only at faces joining at non-flat angles in both approaches. As expected, there was no spurious detection of any other surface feature in both renderings. A similar result was reported for Mesh $M_g$, a very dense mesh of minute triangles, which was felt as a continuous surface of varying detail, and beyond the users’ ability to detect any edge crossings in the geometry.

4.4.3 Test I – Quality of Visual-Haptic perception

A series of spheres were built recursively at several resolutions out of a regular icosahedron, and then the synthetic HRMs shown on Figure 4.4 were generated. The chosen textures were: alternating polished and variable bumpy areas ($N_4$ and $H_4$), gently sloping circles within a soft gradient ($N_3$ and $H_3$), and an embossed cross having only horizontal and vertical surfaces ($N_2$ and $H_2$).
4.4 Testing Procedure

4.4.3.1 Evaluation of results from Test I

We show on Figure 4.5, different renderings using force shading and HRMs. It is evident from the figures that normals in bump mapping/force shading make for a smoother visualization. However, in terms of haptic perception, the comparisons are quite different and depend on the characteristics of the texture map:

- In the case of the displacement map shown in Figure 4.5(c), using a texture image with a big oval and two small bumps over the surface, the resulting perception is a bit different between the two methods. In the part of small bumps there is almost no difference, but in the big oval part, the force shading method only perceives the resistance for going up to the oval, while in the heightfield method the perception is clearly going up and down from it.

- In the case of the texture shown in Figure 4.5(e) of a cross relief over the surface, the perception is clearly different between the two methods. In the force shading method users perceive resistance on the going up and a jump going down, but report no measurable height differences. In the HRM method the perception is more accurate, because going up and down the cross gives the feeling of real height displacements from the base.

As a summary for this test, we can conclude that our HRM algorithm gives a more accurate sense of surface characteristics than the use of force shading.

4.4.4 Test II – Perception of mesostructure with simple repeating patterns

This test was devised to detect the lower and upper limits of haptic modeling and perception using the HRM approach. The test measured several perception variables out of a regular serrated pattern: How does it feel when going back-and-forth? Can the ridges be counted? Are the height differences noticeable? Each trial was performed with base mesh $M_b$ using HRMs $H_{1,j}$, having regular serrated patterns at different frequencies (with corresponding normals $N_{1,j}$, see figures 4.8(a) and 4.8(b))

![Figure 4.8 Perception scaling adjustment for mesostructure.](image)
For each trial, the maximum heightfield value (that is, the altitude of the prism) was modulated at 1%, 5%, 10%, 15% and 20% of the average edge length, and repeated runs with several users. The force shading approach failed this test utterly, detecting just non-directional vibration at higher frequencies, and shown at best to be unreliable at lower ones.

4.4.4.1 Evaluation of results from Test II

When we tested the HRMs, ranging the surface frequencies from few ridges to many, only the last two showed a performance threshold. Frec256 is a mesostructure that has an asymmetric serrated peak-valley combination repeated 256 times, and Frec512 is correspondingly doubled. Results are summarized in Figure 4.9(a) and Figure 4.9(b). The red (ridge count) and blue (left-to-right difference) lines in each graph represent the sample mean, and the surrounding shaded areas represent two standard deviations around the mean. Two important facts that can be extracted from this results:

- There exists a definite region for optimum perception of haptic features, having peaks and valleys of 5%-15% of a triangle's edge size, with a “sweet spot” at altitude 10%. The 5%-15% region also holds for dynamic characteristics such as groove sense, and left-to-right or right-to-left differences. At the highest texture resolution, all test subjects only reported directionless vibration.

- Heights greater than 20% produce instabilities in the haptic device, due to fast change in surface normals, high forces in steep vertical walls, and overshoot due to feedback kick.

These results hint at a practical threshold on how well mesostructure may be modeled by this approach. In the upper end of the scale, mesh zones whose surface variation exceeds 15% of average edge size are candidates for finer remeshing. In the other end of the scale, if a triangle is perceived as too smooth, the haptic sensation may be enhanced by a coarser sampling of the same texture.

4.4.5 Test III – Perception of non-monotonous mesostructure

Here we measured the ability to perceive definite shapes in the haptic textures: a soft texture of sloping peaks and depressions; small-to-big warts; single scratches. The object of this test is the multi-modal quality of perception: how it corresponds with the visual representation and whether it can be “followed along”.

4.4.5.1 Evaluation of results from Test III

As can be extracted from Table 4.4, even small scratches are felt and followed. All testers were able to accurately detect the target features even at low resolutions, except when reaching the 20% threshold level, at which point instability set in and perception degraded quickly.
4.4 Testing Procedure

(a) Test results for HRM $H_{1,256}, N_{1,256}$

(b) Test results for HRM $H_{1,512}, N_{1,512}$

Figure 4.9 Haptic perception of surface frequencies at medium & high resolutions.
**Table 4.4 Haptic perception of fine features in non-monotonous mesostructure**

<table>
<thead>
<tr>
<th>Test</th>
<th>1%</th>
<th>5%</th>
<th>10%</th>
<th>15%</th>
<th>20%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Straight walls</td>
<td>100% yes</td>
<td>100% yes</td>
<td>100% yes</td>
<td>100% yes</td>
<td>unstable</td>
</tr>
<tr>
<td>Round contours</td>
<td>73% yes</td>
<td>100% yes</td>
<td>100% yes</td>
<td>100% yes</td>
<td>unstable</td>
</tr>
<tr>
<td>Light scratches</td>
<td>100% yes</td>
<td>100% yes</td>
<td>100% yes</td>
<td>100% yes</td>
<td>unstable</td>
</tr>
<tr>
<td>Soft slopes</td>
<td>100% yes</td>
<td>100% yes</td>
<td>100% yes</td>
<td>100% yes</td>
<td>unstable</td>
</tr>
<tr>
<td>Small bumps</td>
<td>100% yes</td>
<td>100% yes</td>
<td>100% yes</td>
<td>83% yes</td>
<td>unstable</td>
</tr>
</tbody>
</table>

### 4.4.6 Test IV – Perception of visual-haptic disparity in a gradated mesh

We measure resolution changes in perception. We map the same haptic texture into a mesh ($M_f$) made of rectangular triangles of decreasing size, in order to test the limits of perception, aliasing effects and arising instabilities. We also measure how these qualities change as we zoom (both haptically and visually) in the mesh.

#### 4.4.6.1 Evaluation of results from Test IV

In trial mesh $M_f$ (Figure 4.8(c)), neighboring triangles progressively reduce their area in half from left to right (height is reduced by $\sqrt{2}/2$). Since mesostructure remains at the same resolution, the resulting mapped areas actually double their density from left to right, and sampling aliasing occurs. What is obtained is a sequence of similar shapes, decreasing in perceptible features.

Acute features noticeable in big triangles become fainter at smaller triangles. If the scene is zoomed in (or out) they become sharper (or smoother) again. A feature becomes undetectable when the height difference becomes less than a corresponding visual pixel, just as expected by the Nyquist limit. In other words, if a visual difference is seen, then it should be felt. This is completely in accord with user’s expectancies.

An important result is the existence of a definite region for optimal perception of haptic features, with textures having maximum peak heights or valley depths between 5%-15% of an average edge size, which also holds for dynamic characteristics such as groove sense, and left-to-right or right-to-left traversal differences. This includes a blending procedure across edges that smoothes surface traversals even when transitioning between two or more HRM textures.

A further result from this test is that the constant speed and very low complexity of computations needed for collision detection, HRM texture sampling, and haptic force rendering actually allow simple models to feel as complex as much denser geometric meshes. The haptic sampling rates (200 Hz to 1000 Hz) measured for the subject meshes in our approach are faster than those reported in [69] for comparable geometric models.
4.5 Conclusions from this chapter

We developed a fast and accurate method for rendering per-face local haptic texture in triangle meshes, allowing perception of correct surface details at several resolutions, and extending the use of heightfield haptics to perceive higher surface detail without modeling it geometrically. The proposed method allows rendering of HRM-textured triangle meshes to feel as detailed as very dense geometric meshes, at a fraction of the modeling and processing costs. The sampling’s constant (and very low) computation speed accounts for faster collision detection than those reported in the literature, and promises to scale well even for huge models.

Our HRM-rendering algorithm allows accurate perception and traversal along the grooves of scratches, as generated in [10]. In those cases, force shading does not give a correct perception because neighboring points with converging normals actually push the haptic probe away from the scratch. It shows ample suitability for modeling and perceiving (in real-time) very complex surface textures of varying frequency, which can be layered on top of simpler geometric models such as bones, major body organs, machine assembly pieces and other structures.

A result of great value is the creation of a repository of base meshes and standard HRM textures, allowing measuring quantitative and qualitative differences among the haptic rendering algorithms described herein and others that might follow, using the battery of tests devised for this research.

In order to apply our method for perceiving overlaid scratches on surfaces [10], we have extended it to accept HyRMAs representing inverse heightfields. In those cases, force shading does not give a correct perception because neighboring points with converging normals actually push the haptic probe away from the scratch. Our HyRMA-rendering algorithm allows accurate perception and traversal along the grooves of the scratches, and shows ample suitability for modeling and perceiving (in real-time) very complex surface textures of varying frequency, which can be layered on top of simpler geometric models such as bones, major body organs, machine assembly pieces and other structures.

Our model allows adding material friction as a constant global coefficient, or expanding the HyRMA with a second 2D texture field whose value represents a variable friction coefficient at each triangle point. This may include incorporating the added resistance of fine microstructure surface properties into the model. We expect to measure favorable performance differences if using an HyRMA-based approach instead of a pure geometric model in rendering haptic collisions, and thus obtain a robust result for the method.

Two problems have to be solved in order to obtain a global solution for this approach to work. The first is finding a way of representing surface relief in a continuous mesostructure encoding that uses prisms volumes but does away with separate local textures, and avoiding completely the stitching problem at the edges, by exploring a procedure to scan the fine triangle geometry of dense meshes, and replace it with a decimated mesh of larger triangles while capturing most of the perceptible frequency details of the original surface in a blended global HRM mesostructure atlas (height
displacements, surface normals and other properties such as directed friction and stickiness). The second one is adding a suitable haptic collision scheme adjusted to the former method. These will be the topics considered in the next two chapters.

Results from this research have been published in [138], [140] and [139].
Collision detection in conformal space

Certain application domains, such as animation and haptic rendering, involve real-time interactions among detailed models, requiring fast computation of massive numbers of collisions. Diverse formulations and optimizations have been developed that individually target specific object representations for collision queries.

In the next sections we present an unified geometric algebra treatment that shifts collision detection from euclidean $\mathbb{R}^3$ space to higher $\mathbb{R}^{4,1}$ conformal space, providing an elegant abstraction to compute collisions among segments, areas, spheres, and polyhedral objects, treating them as similar conformal primitive entities. A SIMD parallel implementation of CUDA kernels running in GPU was devised to provide performance improvements due to the fourfold increase in dimensionality.

Results show expected interactive rates improvements when computing collisions and intrusions among known mesh models, and just below the optimal rates for a standard CPU implementation, even when not including hierarchical collision pre-filtering schemes.

5.1 Geometric Algebra

A recent formalism in Computer Graphics is the Geometric Algebra approach described by Dorst et al [30], with the extensions to conformal geometric spaces added by Vince [147]. This algebra has three fundamental operators: the known inner (dot) product ($x \cdot y$), the outer (wedge) product ($x \wedge y$) and the geometric product ($xy$). As a vector space, it shares other properties of a vector algebra, such as Euclidean distance, invariance, etc.

**Definition 5.1.1** For vectors $a$ and $b$, the outer product $a \wedge b$ defines an oriented hyperplane, or bivector as defined by Hestenes [50]. Its magnitude is the signed area of the parallelogram $|a \wedge b| = \|a\|\|b\| \sin \theta$. The orientation of the signed area (the resulting parallelogram) is said to be positive when $a$ folds onto $b$ counterclockwise, and negative otherwise.

**Definition 5.1.2** For vectors $a$ and $b$, its geometric product $ab$ is the sum of the inner (dot) product and the outer (bivector) product, with the following properties:

$$ab = a \cdot b + a \wedge b,$$

antisymmetric, $ba = a \cdot b - a \wedge b$

associative, $a(bc) = (ab)c = abc$

distributive, $a(b + c)d = abd + acd$
From these definitions are derived the following algebraic properties
\[
a \wedge a = 0, \quad a^2 = a \cdot a = \|a\|^2 \\
(\lambda a) \wedge b = \lambda (a \wedge b), \text{ for scalar } \lambda \\
b \wedge a = -a \wedge b = a \wedge (-b) \\
(\lambda a)b = \lambda (ab), \text{ for scalar } \lambda \\
a \wedge (b + c) = a \wedge b + a \wedge c
\]

5.1.1 Conformal Geometry

Conformal Geometry [8, 29, 30] describes an elegant algebraic space for geometric visualization in \( \mathbb{R}^3 \), since it is homogeneous, supports points and lines at infinity, preserves angle and distance, and can represent points, circles, lines, spheres and planes.

**Definition 5.1.3** A conformal space \( \mathbb{R}^{p+1,q+1} \) of \( p+1 \) positive dimensions and \( q+1 \) negative dimensions is built from a \( \mathbb{R}^{p,q} \) space. A point \( x = u e_1 + v e_2 + w e_3 \) in \( \mathbb{R}^3 (\equiv \mathbb{R}^{3,0}) \) maps to a null vector \( X \) in \( \mathbb{R}^{4,1} \) \( (X \cdot X = 0, X \neq 0) \), having the orthonormal base \( \{e_1, e_2, e, \bar{e}\} \).

\[
e_1 \cdot e_1 = 1, \quad e_2 \cdot e_2 = 1, \quad e_3 \cdot e_3 = 1 \\
e \cdot e = 1, \quad \bar{e} \cdot \bar{e} = -1 \\
n_\infty = e + \bar{e}, \quad n_0 = \frac{1}{2}(e - \bar{e}) \\
X = P(x) = x + \frac{1}{2}x^2n_\infty + n_0
\]  
(5.1.1)

with \( n_\infty \) and \( n_0 \) representing the null vectors at infinity and at the origin respectively.

**Definition 5.1.4** The outer product of \( k \) vectors is called a \( k \)-blade:

\[
v_1 \wedge v_2 \wedge \ldots v_{k-1} \wedge v_k = V \in \mathbb{R}^{p,q}, \ k \leq p + q
\]  
(5.1.2)

The highest order \( k \)-blade of a \( \mathbb{R}^{p,q} \) space is called a pseudoscalar, denoted by \( I \) \( (I^2 = -1) \), for its similarity as a rotor to the complex number \( i \). Thus, \( I X \) is a \( \frac{\pi}{2} \) counterclockwise rotation of \( X \). Likewise, \( X I \) is a \( \frac{\pi}{2} \) clockwise rotation of \( X \).

Table 5.1 shows the 32 blade terms of the canonical base in \( \mathbb{R}^{4,1} \). A multivector is a linear combination of the \( \sum_{k=1}^{p+q} \binom{p+q}{k} = 2^{p+q} \) canonical base of possible blades for the conformal \( \mathbb{R}^{p,q} \) space.

If we write \( e_i e_j \ldots e_k = e_{ij\ldots k} \), then

\[
M = \lambda_0 + \lambda_1 e_1 + \lambda_2 e_2 + \lambda_3 e_3 + \lambda_{12} e_{12} + \lambda_{23} e_{23} + \lambda_{31} e_{31} + \lambda_{123} e_{123} \quad (\text{for } \mathbb{R}^3)
\]  
(5.1.3)

From these null vectors are derived the primitives shown on Table 5.2.

5.1.2 Intersections in conformal space

Many modeling and transformation problems are solved within euclidean spaces. However, in other spaces some operations may be simpler to compute. A well known example are 4D projective spaces.
in homogeneous coordinates that provide an unique description for translations, rotations, scaling and perspective projections simplifying otherwise complex computations in 3D space.

In this vein, conformal geometry \[8\] describes an alternative space within the framework of geometric algebra, whose characteristics offer an elegant alternative for solving geometric and visualization problems in \( \mathbb{R}^3 \), being some of them:

- Is homogeneous.
- Supports points and lines at infinity.
- Simple unified representation of geometric objects such as points, lines, planes, circles, spheres, etc.
- Preserves angles and distances.

The *meet* operator \((\vee)\) denotes the *intersection multivector*, having pseudoscalar \( I = e_1 e_2 e_3 e \hat{e} \) for that space. Intersections among multivectors in the conformal model \[29\] are specified by the same equation for all multivectors, as shown in Table 5.3.

\[
B = (X \lor Y) = (I X) \cdot Y, \quad \text{with square norm} \quad B^2 = \|B\|^2
\]

\( (5.1.4) \)

and \( B = \beta_0 + \beta_{e_1} e_1 + \ldots + \beta_{e_1 e_2} e_1 e_2 + \ldots + \beta_{e_1 e_2 e_3 e \hat{e}} e_1 e_2 e_3 e \hat{e} \).

in which \((X \lor Y)\) reads as the geometric product of the pseudoscalar \( I \) and multivector \( X \), and then dot-multiplied by multivector \( Y \). This operator is mostly used for collision detection in computer graphics. Its algebraic fundamentals can be found in the works by Doran & Lasenby \[29\] and Dorst,
Table 5.2 Algebraic primitives built from blades in the $\mathbb{R}^{4,1}$ conformal space, which also includes scalars, points and vectors

<table>
<thead>
<tr>
<th>Primitive</th>
<th>Blade type</th>
<th>Algebraic representation</th>
<th>Geometric interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circle</td>
<td>trivector</td>
<td>$C = P_1 \wedge P_2 \wedge P_3$</td>
<td>Three noncollinear points delimit the perimeter of the circle.</td>
</tr>
<tr>
<td>Line</td>
<td>trivector</td>
<td>$L = P_1 \wedge P_2 \wedge n_{\infty}$</td>
<td>Two nonidentical points define a segment plus the point at infinity.</td>
</tr>
<tr>
<td>Sphere</td>
<td>quadvector</td>
<td>$S = P_1 \wedge P_2 \wedge P_3 \wedge P_4$</td>
<td>Four noncoplanar points delimit the surface of the sphere.</td>
</tr>
<tr>
<td>Plane</td>
<td>quadvector</td>
<td>$\Pi = P_1 \wedge P_2 \wedge P_3 \wedge n_{\infty}$</td>
<td>Three noncollinear points define a triangle plus the point at infinity.</td>
</tr>
<tr>
<td>Area</td>
<td>bivector</td>
<td>$A = q_1 \wedge q_2$</td>
<td>Two nonparallel vectors forming a parallelogram.</td>
</tr>
<tr>
<td>Volume</td>
<td>trivector</td>
<td>$V = q_1 \wedge q_2 \wedge q_3$</td>
<td>Three nonparallel vectors forming a parallelepiped.</td>
</tr>
<tr>
<td>Pseudoscalar</td>
<td>5-vector</td>
<td>$I = e_1 \wedge e_2 \wedge e_3 \wedge e \wedge \bar{e}$</td>
<td>The pseudoscalar (rotor) for the $\mathbb{R}^{4,1}$ conformal space.</td>
</tr>
</tbody>
</table>

Table 5.3 Primitive intersections in $\mathbb{R}^{4,1}$ conformal space

<table>
<thead>
<tr>
<th>Primitive</th>
<th>Primitive</th>
<th>Conformal representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Line</td>
<td>Plane</td>
<td>$B = \Pi_1 \lor L_1 = (I \Pi_1) \cdot L_1$</td>
</tr>
<tr>
<td>Line</td>
<td>Sphere</td>
<td>$B = S_1 \lor L_1 = (I S_1) \cdot L_1$</td>
</tr>
<tr>
<td>Plane</td>
<td>Plane</td>
<td>$B = \Pi_1 \lor \Pi_2 = (I \Pi_1) \cdot \Pi_2$</td>
</tr>
<tr>
<td>Plane</td>
<td>Sphere</td>
<td>$B = S_1 \lor \Pi_1 = (I S_1) \cdot \Pi_1$</td>
</tr>
<tr>
<td>Sphere</td>
<td>Sphere</td>
<td>$B = S_1 \lor S_2 = (I S_1) \cdot S_2$</td>
</tr>
</tbody>
</table>

Fontijne & Mann [30]. The work of Roa [110] states the following criteria for $B^2$:

\[
\begin{align*}
  B^2 > 0 & \quad \text{intersection at least at two points} \\
  B^2 = 0 & \quad \text{intersection at a tangent point} \\
  B^2 < 0 & \quad \text{primitives do not intersect}
\end{align*}
\]

(5.1.5)

5.2 Kernels for intersection algorithms

For the next sections we present the algorithms, results and conclusions of the CUDA implementation of kernel code fragments for collision detection, using meshes from the Stanford University repository at http://www.graphics.stanford.edu/data/3Dscanrep/. Neither bounding volume hierarchies nor optimizations were employed, just raw collisions.

The obtained algorithms of interest are Ray-Plane (Line Segment-Triangle), Plane-Plane (Triangle-
Triangle), and Sphere-Sphere. The different $B$ multivectors and their $B^2$ norms were algebraically derived for each CUDA kernel.

### 5.2.1 Line Segment (Ray)–Triangle (Plane) intersection

The intersection between a line segment and a triangle is a collision query between the ray passing along the segment and the plane of the triangle, and later checking whether boundaries meet. The intersection multivector $B = (\Pi_1 \lor L_1) = (I \Pi_1) \cdot L_1$ evaluates to

$$B = (\omega_2 \beta_3 + \omega_1 \beta_4 - \omega_4 \beta_1) e_1 e + (\omega_2 \beta_1 - \omega_2 \beta_3 + \omega_1 \beta_4 - \omega_4 \beta_1) e_1 \bar{e} + (\omega_3 \beta_3 - \omega_2 \beta_2 + \omega_1 \beta_5) e_2 e + (\omega_3 \beta_1 - \omega_2 \beta_2 - \omega_1 \beta_5) e_2 \bar{e} + (\omega_3 \beta_3 + \omega_4 \beta_2 + \omega_1 \beta_5) e_3 e + (\omega_3 \beta_1 - \omega_4 \beta_2 - \omega_1 \beta_5) e_3 \bar{e} + (\omega_4 \beta_4 - \omega_4 \beta_5 - \omega_2 \beta_6) e \bar{e}$$

(5.2.1)

$$B^2 = (\omega_4 \beta_4 + \omega_4 \beta_5 + \omega_2 \beta_6)^2$$

(5.2.2)

where the $\beta$s and the $\omega$s are the coefficients of the corresponding multivectors for $L_1$ and $\Pi_1$. A nonnegative $B^2$ signals a potential collision. The segment is then tested against the triangle’s edges, to detect crossings and an effective collision. Kernel code fragment 5.1 describes the complete procedure to compute intersections.

### 5.2.2 Triangle (Plane)–Triangle (Plane) intersection

A triangle–triangle is the most interesting collision to define, since is most commonly used. $B$ is the following term

$$B = (\omega_4 \lambda_2 - \omega_2 \lambda_4) e_1 e \bar{e} + (\omega_2 \lambda_3 - \omega_3 \lambda_2) e_2 e \bar{e} + (\omega_3 \lambda_4 - \omega_4 \lambda_3) e_3 e \bar{e} + (\omega_2 \lambda_1 - \omega_1 \lambda_2) e_1 e_2 e + (\omega_3 \lambda_1 - \omega_1 \lambda_3) e_2 e_3 e + (\omega_4 \lambda_1 - \omega_1 \lambda_4) e_3 e_1 e + (\omega_2 \lambda_1 - \omega_1 \lambda_2) e_1 e_2 \bar{e} + (\omega_3 \lambda_1 - \omega_1 \lambda_3) e_2 e_3 \bar{e} + (\omega_4 \lambda_1 - \omega_1 \lambda_4) e_3 e_1 \bar{e}$$

(5.2.3)

$$B^2 = (\omega_4 \lambda_2 - \omega_2 \lambda_4)^2 + (\omega_2 \lambda_3 - \omega_3 \lambda_2)^2 + (\omega_3 \lambda_4 - \omega_4 \lambda_3)^2$$

(5.2.4)

Instead of plane intersections, it is much faster to implement a Triangle–Triangle intersection (see Table 5.3) for three Segment–Triangle intersections, as shown in Code Fragment 5.2. Any one segment colliding with the opposite triangle triggers detection.
5.2.3 Sphere–Sphere intersection

\[ B = (\mu_3 \lambda_1 - \mu_1 \lambda_3) e_1 e_2 e + (\mu_4 \lambda_1 - \mu_1 \lambda_4) e_2 e_3 e + (\mu_5 \lambda_1 - \mu_1 \lambda_5) e_3 e_1 e + 
+ (\mu_3 \lambda_2 - \mu_2 \lambda_3) e_1 e_2 e + (\mu_4 \lambda_2 - \mu_2 \lambda_4) e_2 e_3 e + (\mu_5 \lambda_2 - \mu_2 \lambda_5) e_3 e_1 e + 
+ (\mu_3 \lambda_3 - \mu_3 \lambda_5) e_1 e_2 e + (\mu_4 \lambda_3 - \mu_3 \lambda_4) e_2 e_3 e + (\mu_5 \lambda_3 - \mu_3 \lambda_5) e_3 e_1 e + 
+ (\mu_1 \lambda_2 - \mu_2 \lambda_1) e_1 e_2 e_3 \]  

(5.2.5)

\[ B^2 = - (\mu_1 \lambda_2 - \mu_2 \lambda_1)^2 - (\mu_3 \lambda_1 - \mu_1 \lambda_3)^2 - (\mu_4 \lambda_1 - \mu_1 \lambda_4)^2 - (\mu_5 \lambda_1 - \mu_1 \lambda_5)^2 + (\mu_3 \lambda_2 - \mu_2 \lambda_3)^2 + (\mu_4 \lambda_2 - \mu_2 \lambda_4)^2 + (\mu_5 \lambda_2 - \mu_2 \lambda_5)^2 + (\mu_3 \lambda_3 - \mu_3 \lambda_5)^2 + (\mu_4 \lambda_3 - \mu_3 \lambda_4)^2 \]  

(5.2.6)

As before, \( B^2 \) will determine if a collision occurs. Code fragment 5.3 turned out to be as simple as it is in \( \mathbb{R}^3 \): one of the spheres is placed at the origin and the others moved accordingly. If the distance between the centers is less than the sum of the radii, the spheres intersect, enabling fast computation of huge numbers of colliding
5.3 CUDA implementation and results

An initial implementation phase was devised in which the $\mathbb{R}^3$ to $\mathbb{R}^4,1$ algebraic mappings and algebraic algorithms were prototyped in MatLab™ and linked to AutoDesk Maya™. After checking for algebraic correctness, they were migrated to a CUDA implementation. Trials were performed on a 3 Ghz Dual Core Intel 2 CPU w/ NVIDIA 9800GT 64 core GPU.

GPU performance tests were executed on intersections and collisions in conformal space among several standard meshes to gather statistics. On average, they show a three order of magnitude improvement for all implemented algorithms from a pure (single core) CPU implementation of conformal space.

The basic CUDA procedure allows for querying whether an object, in this case a polygonal mesh, collides against any of the three primitives: line segments, triangles, and spheres. All CUDA kernels share the conformal collision query procedure, with a different post-processing phase.
5.3.1 Line Segment-Mesh collisions

A line segment (ray) is intersecting 4 triangles from the Stanford Bunny mesh, shown in Figure 5.1. As can be appreciated in Table 5.4, the GPU implementation offers dramatic speedup.

Table 5.4 CPU 5D – GPU 5D performance evaluation.

<table>
<thead>
<tr>
<th>Implementation</th>
<th>Triangles</th>
<th>Milliseconds</th>
<th>Seconds</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU 5D</td>
<td>4 million</td>
<td>30034.40</td>
<td>30.04</td>
</tr>
<tr>
<td>GPU 5D</td>
<td>4 million</td>
<td>715.87</td>
<td>0.72</td>
</tr>
</tbody>
</table>

For example, taking the values of the Bunny – Line Segment intersection, when intersecting a line segment with nearly 4 million triangles, GPU computations are still under 1 second.

Figure 5.1 Bunny Mesh – Line Segment Intersection. Colliding polygons shown in yellow.

5.3.2 \( \mathbb{R}^{4,1} \) (CPU 5D) vs. \( \mathbb{R}^{3} \) (CPU 3D) vs \( \mathbb{R}^{4,1} \) (GPU 5D) collisions

For a measuring framework of the conformal approach, Möller’s optimized CPU approach for Triangle-Triangle intersection [86] was implemented. The \( \mathbb{R}^{4,1} \) conformal model was also implemented.
purely in CPU and a performance evaluation was obtained. We then compare both against our $\mathbb{R}^{4,1}$ GPU implementation (GPU 5D) to check for time improvements.

We can appreciate in Figure 5.2 that Möller’s CPU 3D implementation (in blue) is one order of magnitude faster than the CPU implementation of the conformal model CPU 5D (in green), attributed to the extra dimensionality of the latter. Then again, it can be appreciated that our conformal GPU 5D implementation (in red) is one order of magnitude faster than Möller’s CPU 3D implementation, and two orders of magnitude against a pure CPU 5D implementation, so ours is more efficient in this respect, and its curve grows much slower than the CPU implementation.

How would fare the GPU 5D approach against an implementation in GPU of Möller’s 3D collision procedure? We do not have reference values for that implementation, but from these references (Georgii [39], and Shumskiy [121]) we can extract benchmark times for their largest tested polygonal meshes (having hundred of thousands of triangles). Unfortunately, they all use pre-filtering schemes that do not disaggregate or differentiate between time navigating some bounding volume hierarchy and the time computing primitive intersections. It is to be expected that if we implement the same measures our times will drop another order of magnitude. In Table 5.5 we can see values for meshes in the former references, compared against the one we used.
Table 5.5 GPU 3D collision benchmark times.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Mesh</th>
<th>Triangles</th>
<th>Milliseconds</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPU 5D (ours)</td>
<td>bunny</td>
<td>1000k</td>
<td>228</td>
</tr>
<tr>
<td>GPU 3D (Georgii)</td>
<td>bunny</td>
<td>500k</td>
<td>95</td>
</tr>
<tr>
<td>GPU 3D (Pabst)</td>
<td>n-body</td>
<td>146k</td>
<td>78</td>
</tr>
</tbody>
</table>

An additional difficulty for accurate comparison is that they did not perform a uniform measurement procedure. We use the same model built at different resolutions, and they rely on different mesh models for each resolution, so geometric variation is affected by dissimilar topologies and level of detail.

The main result here is that our Line Segment–Mesh collision approach in conformal 5D space offers close to optimal framerates for repeated interactive collision computation, and suitable for being incorporated into any haptic rendering algorithm.

5.3.3 Mesh-Mesh collisions

A typical computed collision between a large triangle (green) and the Stanford Bunny mesh (red) can be seen in Figure 5.4, with the intersected mesh triangles shaded in yellow to show where the plane (triangle) cuts the mesh.
Figure 5.4 Plane (Triangle) – Bunny mesh Intersection: Colliding polygons shown in yellow.

Here in Table 5.6 are shown the number of collided triangles between the Bunny mesh, kept fixed at 1024 polygons and the Armadillo meshes varying from 5 thousand to 5 million triangles.

Table 5.6 GPU 3D collision benchmark times

<table>
<thead>
<tr>
<th>Bunny - Armadillo mesh sizes</th>
<th>Bunny colliding triangles</th>
<th>Armadillo colliding triangles</th>
</tr>
</thead>
<tbody>
<tr>
<td>1K - 5K</td>
<td>187</td>
<td>491</td>
</tr>
<tr>
<td>1K - 20K</td>
<td>185</td>
<td>996</td>
</tr>
<tr>
<td>1K - 100K</td>
<td>194</td>
<td>2215</td>
</tr>
<tr>
<td>1K - 345K</td>
<td>195</td>
<td>3968</td>
</tr>
<tr>
<td>1K - 1M</td>
<td>107</td>
<td>5498</td>
</tr>
<tr>
<td>1K - 5M</td>
<td>191</td>
<td>15063</td>
</tr>
</tbody>
</table>

The table corresponds to collisions of the Bunny – Armadillo meshes (Figure 5.6) and measured times (Figure 5.5). Intersected triangles are bright yellow (Bunny) and pink (Armadillo). The GPU-5D implementation is between one and two orders of magnitude faster.

5.3.4 Sphere – Sphere collisions

In this setup, 500, 1K, 2.5K, 5K and 10K randomly generated spheres are intersected against each other, as seen in Figure 5.7, with times shown in Figure 5.8. Colliding spheres are shaded in orange. Again, our GPU-5D implementation is between one and two orders of magnitude faster.
Collision detection in conformal space

**Figure 5.5** Bunny mesh - Armadillo Intersection times.

**Figure 5.6** Bunny mesh - Armadillo mesh Intersection. Colliding polygons shown in yellow (bunny) and purple (armadillo).
5.3 CUDA implementation and results

**Figure 5.7** Spheres - Spheres Intersection.

**Figure 5.8** Spheres - Spheres Intersection times.
5.4 Conclusions from this chapter

We have derived a unified treatment of collisions detection in conformal space from euclidean (\(\mathbb{R}^3\)) to conformal space (\(\mathbb{R}^{4,1}\)), sharing a parallel GPU implementation of core CUDA kernels implementing realtime collision detection, defined as algebraic operations that determine intersections among primitives at interactive rates. Throughput is increased by two or more orders of magnitude in collision benchmarks among known mesh models, computed in blind all vs. all manner without any bounding volume pre-filtering.

Since our model does not use any pre-filtering techniques, it clearly signals that these values are to be considered as absolute upper limits on a worst case scenario and that radical performance improvements of logarithmic nature will be observed when incorporating higher Bounding Volume Hierarchies and other early pruning accelerating techniques to the GPU programming.

The corresponding research and its results have been published in the following references: [112],[111]
This chapter describes the haptic rendering procedure described in Theoktisto et al [142, 143], which postulates a new method that dresses triangle meshes with image-based composite rugosity mesostructures "coats" or shells, built out of heightfield displacement textures and normal maps; haptic rendering relies on collisions computed first in conformal $\mathbb{R}^{4,1}$ space against a low resolution mesh of prisms, and later against the appropriate mesostructure; and visualization is achieved rendering the same mesostructure.

### 6.1 Tangent-space mesostructure atlas generation

Tangent space is defined algebraically for a point $P$ in an $n$–dimensional compact manifold $M$ by attaching to $P$ a copy of $\mathbb{R}^n$ tangential to $M$[152], that is, the tangent space of $M$ at $P$ is denoted by $T_P M$. For a continuous smooth curve $\Gamma$ passing through $P$, its derivative $\Gamma'$ is a vector in $T_P M$.

More practically, tangent space [72] is the $(U, V)$ coordinate system in which texture coordinates are specified for shading. Different faces may have separate tangent space systems. When doing texturing, $U$ and $V$ change across a face, and tangent space is then the local 2D coordinate system of the face plane. For computing tangent space in 3D surfaces [85], a $Z$-axis is needed as well, which takes into the face normal $n$. As usual, for shading purposes, normals are associated to points in the surface itself, so each point $P_j$ has its own tangent space basis vectors $T_{P_j}(t_j, b_j, n_j)$, where $t_j$ and $b_j$ are the 2D tangent and bitangent parametric vectors along the surface and $n_j$ is the point's surface normal. Only $t_j$ and $n_j$ are needed, since the bitangent can be calculated as $b_j = n_j \times t_j$.

#### 6.1.1 Per-face normal-depth atlases

The local nature of the approach presented in Section 4.2 allows loading arbitrary and unrelated displacement textures and normals on top of a coarse mesh, requiring a special treatment of edge bands when crossing triangles’ edges. In the typical case any vertex is ancillary to an average of 6 faces, all of them participating in the blending. This gets very cumbersome if the number of triangles increase.

We now present a global method that uses an atlas of rugosity mesostructures that renders as much as possible surface detail from a dense mesh, capturing geometric information into a multi-
channel texture, which is then used as a “coat” layered onto a much decimated simpler mesh (derived from the former) with all major features preserved. The decimation is obtained by a Quadric Edge Collapse Decimation algorithm [54, 130] using quadric error metrics for optimal polygon reduction and surface fitting, as implemented in the MeshLab software [148].

We represent as much fine geometric detail (considerations regarding surface holes will be described later) using atlases of hybrid rugosity mesostructures (HyRMAs). The process is analogous to using a virtual sharp knife to “slice” triangular prismatoid wedges off the surface of a 3D object until no part of the original surface is left, just a polyhedral skeleton with a lot less detail. Object reconstruction is performed then by “gluing” the triangular wedges back as they were originally.

### 6.1.2 Global-to-local per-face volume warping

A preprocessing step is necessary to obtain the HyRMAs from $M_f$, as a high resolution wedge-based multichannel textures in tangent-space computed out of surface differences between the two meshes, encoding local geometry at some precision.

Starting from a dense mesh $M_f$ showing fine geometric detail, we derive a much simpler mesh $M_s$ applying a feature-preserving decimation algorithm. Mesh $M_s$ need not be optimal in size (a separate subject by itself [75]), it only needs to preserve relevant major surface features (ridges and depressions) within some error metric (such as minimizing a distance field). Relief is provided by piecewise prismoid chunks composed of heightfield displacements, normalmaps and other information that are placed on top of each triangle.

Meshes are loaded and superimposed congruently (same size, origin and orientation). A triangular prismoid $\Pi_k$ is grown enclosing each triangular face $T_k$ from mesh $M_s$ alongside its vertices’ normals (both up and down), as shown in Figure 6.1(a). This procedure will triple the number of vertices, and multiply ninefold the number of faces.

Prismoid $\Pi_k$ maps in normalized barycentric coordinates to a corresponding uniform (regular) prism $\Pi'_k$ (shown in Figure 6.1(b)), grown orthogonally up and down from the same triangle $T_k$. The mapping establishes per vertex invertible warps $W_i$ from vertices $H_i$ in volume $\Pi_k$ to vertices $H'_i$ in volume $\Pi'_k$, so $W_i(H_i) = H'_i$ and $W^{-1}_i(H'_i) = H_i$.

### 6.1.3 Building parametrically equivalent prismoids

A (model dependent) maximum distance $d$ is calculated by a binary search of a minimum prism height that ensures that all surface geometry of mesh $M_f$ will be enclosed by prismoids. Top and bottom lids of each will be at $t^* = 1$ and $t^* = 0$.

Since $P_j|_{t^*=\frac{1}{2}} = P'_j|_{t^*=\frac{1}{2}} = P_j$, both middle prism triangles (from mesh $M_s$) are equal, that is, $\Delta P_0(t^*)P_1(t^*)P_2(t^*)|_{t^*=\frac{1}{2}}$ and $\Delta P'_0(t^*)P'_1(t^*)P'_2(t^*)|_{t^*=\frac{1}{2}}$ are identical. The prisms $\Pi_k$ and $\Pi'_k$ they generate are easily constructed as follows:
• To build the regular prism $\Pi'_k$, the triangle $T_k = \triangle P_0 P_1 P_2$ is displaced up and down its face normal $n$ by $\frac{d}{2}$, with

$$U'_j = P_j - \frac{d}{2}n, \quad V'_j = P_j + \frac{d}{2}n$$

(6.1.1)

• To build prismoid $\Pi_k$, the plane of triangle $T_k = \triangle P_0 P_1 P_2$ is also displaced by $\frac{d}{2}$ up and down its own face normal $n$, but then new corners $V_j$ and $U_j$ are computed from vertices $P_j$’s by intersecting the new planes along its vertex normals $n_j$’s, and thus creating all edges of the prismoid:

$$V_j - U_j = r_j n_j, \quad r_j = \frac{d}{n \cdot n_j}$$

$$U_j = P_j - \frac{r_j}{2} n_j, \quad V_j = P_j + \frac{r_j}{2} n_j$$

(6.1.2)

When projecting the distance vector from this vertex $H_i = H(t, \alpha, \beta)$ to any of the $U_j$’s vertices of mesh $M$, against face normal $n$, the length of this projected vector corresponds to the (relative) $t^*$ parametric “height” value from its face of mesh $M$, as expressed in Equation 6.1.3.

$$P_j(t^*) = U_j + t^*(V_j - U_j) \Rightarrow P_j(t^*) = P_j + (t^* - \frac{1}{2})(r_j n_j)$$

$$P'_j(t^*) = U'_j + t^*(V'_j - U'_j) \Rightarrow P'_j(t^*) = P'_j + (t^* - \frac{1}{2})(d n)$$

(6.1.3)

Let $t \in \mathbb{R} \left[ -\frac{1}{2}, +\frac{1}{2} \right] = t^* - \frac{1}{2}$

Then $t$ may be computed indistinctly at any value $j (0, 1, or 2)$

$$t = \frac{(H_i - U_j) \cdot n}{(V_j - U_j) \cdot n} - \frac{1}{2} = \left. \frac{(H_i - P_j) \cdot n}{(V_j - U_j) \cdot n} \right|_{j=0} \Rightarrow t = \frac{1}{d} (H_i - P_0) \cdot n$$

(6.1.4)

As seen on Equation 6.1.4, for vertices $H_i$ and $H'_i$ within the prismoids, their common parametric height $t$ gets mapped into $\mathbb{R} \left[ -\frac{1}{2}, +\frac{1}{2} \right]$ interval, and its sign indicates whether the vertex is over ($t > 0$), on ($t = 0$), or under ($t < 0$) base triangle $T_k$. There is no need to actually build the prismoids in Equations 6.1.1 and 6.1.2, except for visual reference, since $t$ is computed easily based only on $H_i$, $P_0$, $n$, and the maximum prism height $d$.

### 6.1.4 Obtaining barycentric coordinates applying the “perp” operator

For a given $t$, and known vertices $(P_0, P_1, P_2)$, we have all the information needed to compute the $(\alpha, \beta, \gamma)$ triads. Volumes $\Pi_k$ and $\Pi'_k$ are parametrically equivalent (Equation 6.1.5), so we solve a $2 \times 2$ linear system to obtain the $(\alpha, \beta)$ pair, and then $\gamma$ by subtraction from $1 - \alpha - \beta$. 

Figure 6.1 Heightfield Displacement Computation: Obtain transformations \( W_i \), so each vertex \( H_i \) in the \( M_F \) mesh that is either within the face's prism or immediately adjacent to such a vertex, is transformed into the orthogonal prism.

Let \( \mathbb{P} \) be a 3D plane formed by the three nonaligned vertices of triangle \( \Delta P_0(t)P_1(t)P_2(t) \) (and \( \mathbb{P}' \) for triangle \( \Delta P'_0(t)P'_1(t)P'_2(t) \)). Expressing points \( H_i \in \mathbb{P} \) and \( H'_i \in \mathbb{P}' \) within each prismoid in areal barycentric coordinates yields

\[
H_i = H(t, \alpha, \beta, \gamma) = \alpha P_1(t) + \beta P_2(t) + \gamma P_0(t) \\
H'_i = H'(t, \alpha, \beta, \gamma) = \alpha P'_1(t) + \beta P'_2(t) + \gamma P'_0(t)
\]

\hspace{1em} (6.1.5)

Let

\[
x = P_1(t) - P_0(t), \quad y = P_2(t) - P_0(t), \quad n = x \times y.
\]

then

\[
z = H(t, \alpha, \beta) - P_0(t), \quad \text{so } z = \alpha x + \beta y, \quad \text{with}
\]

\[
x, y, z \in \mathbb{P} \implies n \cdot x = n \cdot y = n \cdot z = 0
\]

To speed up computation of the barycentric coordinates, we apply the linear “\( \perp \)” operator ( \( \perp \) ) described by Hill [51], a 90° CCW rotor for 2D planes. We extend it to the 3D plane \( \mathbb{P} \) having unitary normal \( n \) from triangle \( \Delta P_0(t)P_1(t)P_2(t) \).

For any vector \( s \in \mathbb{P} \), the cross product \( n \times s = s^\perp \) yields a vector perpendicular to \( s \) in the same
plane, $s^\perp \in \mathbb{P}$, with the following properties

$$(as)^\perp = as^\perp, \quad s^\perp = -s, \quad |s| = |s^\perp|, \quad s \cdot s^\perp = 0, \quad s \times s^\perp = n,$$

$n \cdot s = 0, \quad n \cdot s^\perp = 0, \quad s^\perp \cdot t = -s \cdot t^\perp, \quad (as + bt)^\perp = as^\perp + bt^\perp$

for vectors $n$, $s$, $t$ and scalars $a$, $b$

To obtain the $(\alpha, \beta)$ pair from $z = ax + \beta y$, we apply separate dot products (by $x^\perp$ and $y^\perp$) at both sides:

$$z \cdot y^\perp = (ax + \beta y) \cdot y^\perp = ax \cdot y^\perp + \beta y \cdot y^\perp \implies z \cdot y^\perp = ax \cdot y^\perp$$

$$z \cdot x^\perp = (ax + \beta y) \cdot x^\perp = ax \cdot x^\perp + \beta y \cdot x^\perp \implies z \cdot x^\perp = \beta y \cdot x^\perp$$

Replacing back $[x^\perp, y^\perp]$ by $[n \times x, n \times y]$, and then again $n$ by $x \times y$, the introduced vectors $x^\perp$, $y^\perp$ and $n$ are neatly removed:

$$\alpha = \frac{z \cdot y^\perp}{x \cdot y^\perp} = \frac{z \cdot (n \times y)}{x \cdot (n \times y)} = \frac{z \cdot ((x \times y) \times y)}{x \cdot ((x \times y) \times y)}$$

$$\beta = \frac{z \cdot x^\perp}{y \cdot x^\perp} = \frac{z \cdot (n \times x)}{y \cdot (n \times x)} = \frac{z \cdot ((x \times y) \times x)}{y \cdot ((x \times y) \times x)}$$

Finally, applying the known expression for calculating the triple cross product expansion, $(i \times j) \times k = (i \cdot k) j - (j \cdot k) i$, and after more substitutions and rearrangements, we obtain elegant complementary expressions for $\alpha$ and $\beta$ using a minimum of dot products:

$$\alpha = \frac{(x \cdot y)(y \cdot z) - (y \cdot y)(x \cdot z)}{(x \cdot y)(x \cdot y) - (x \cdot x)(y \cdot y)} \implies \alpha = (Uy - Ax) \cdot z$$

$$\beta = \frac{(x \cdot y)(x \cdot z) - (x \cdot x)(y \cdot z)}{(x \cdot y)(x \cdot y) - (x \cdot x)(y \cdot y)} \implies \beta = (Ux - By) \cdot z$$

$$U = \frac{x \cdot y}{D}, \quad A = \frac{y \cdot y}{D}, \quad B = \frac{x \cdot x}{D} \quad (6.1.6)$$

$$D = (x \cdot y)(x \cdot y) - (x \cdot x)(y \cdot y)$$

$$H'_t = H'(t, \alpha, \beta) = p_0 + ax + \beta y + tdn$$

Equations 6.1.4 and 6.1.6 allow fast parallel computation of local coordinates $(t, \alpha, \beta)$ using only dot products. Values $D$, $U$, $A$, and $B$, $(Uy - Ax)$ and $(Ux - By)$ are calculated for each $z$ vector, leaving five simple dot products to compute for each $H_t$ vertex within the prismoid. From there a quick interpolation yields $H'_t = H'(t, \alpha, \beta)$ at maximum prism height $d$.

By construction, it follows that $G^0$, $G^1$ and $G^2$ continuity are guaranteed across prismoids, since
a point on the shared edge of two adjacent faces of $M_s$ will be mapped to the same height at both sides, and the computed normals for edge points at both sides will be the same. These properties ensure that when rendering the simple mesh $M_s$ with the superimposed haptic atlas, the transitions across prismoids will be perceived as an artifact-free continuous surface.

![Images of mesh models and face normal maps](image)

**Figure 6.2** Complete sequence representation of tangent mesostructure atlas construction and image-based relief generation for visualization and real-time haptic rendering.

### 6.2 Tangent-space texture atlas generation using GPU

To obtain the barycentric coordinates for texture sampling, the prism is orthogonalized, warping all vertices $H_i$ enclosed by the prism volume $\Pi_k$ into its corresponding vertex images $H'_i$ in the regular triangular prism $\Pi_k'$, as denoted by Equations 6.1.4, 6.1.5 and 6.1.6, in the procedure seen on Figure 6.2. As long as all face triangles are non-degenerate (a feature of good decimation algorithms), these systems are well-conditioned, which makes feasible obtaining $W_i^{-1}$, the inverse warping transformation from tangent to object space.
6.3 Haptic rendering using the tangent-space atlas

6.2.1 Atlas generation procedure

For every face $f_k$ (Prismoid $\Pi_k$) of $M_s$

1. A camera gets placed at a pre-computed constant distance $\frac{d}{2}$ from the center of face $f_k$ (Figure 6.2(b)), just outside of the top lid of the prism, setup which is replicated at mesh $M_f$ (Figure 6.2(a)). An orthonormal projection is used to ensure a homogeneous sampling of the relief volume without losing bit precision farther from the camera.

2. Mesh $M_s$ is then disabled, and we prepare to render mesh $M_f$ from the same viewpoint, with an overlap border of two pixels, to avoid rendering artifacts at the edge borders (Figure 6.2(c)). All vertices $H_i$ belonging to $M_f$ that fall within the corresponding volume of prismoid $\Pi_k$ are tagged and warped onto its corresponding orthogonal points $H'_i$ by means of the invertible mapping $W_i$, as previously explained in sections 6.1.3 and 6.1.4. The $\Pi_k$ prismoids are grown slightly to accommodate some neighboring outer vertices and faces from mesh $M_f$, to avoid border cases of triangles of the low and high resolution mesh coinciding at edges or vertices).

3. Using the current face as a mask (Figure 6.2(d)), mesh $M_f$ is simultaneously rendered to multiple texture channels to an off-screen framebuffer using a vertex+fragment GPU shader: the depth buffer in the range between the two lids of the prism, representing the corresponding normal map (Figure 6.2(e)), vertical displacement (Figure 6.2(f)), and the $uv$ local parametrization coordinates.

An example of how the textured triangles are stored is shown in Figure 6.3, showing the normal vector map in the RGB channel (Figure 6.3(a)) and the relief depth map in the associated $\alpha$ channel (Figure 6.3(b)). To save memory space and reduce waste, the textured triangles are sorted by largest edge size and stored alternately facing up and down. The corresponding texture $uv$ coordinates are stored separately. Quality of volume detail will depend on texture size for each rendered triangle in the tangent texture. Texture sizes for individual faces were 256x256 or 512x512, which in reality represent 256x224 and 512x448, the maximum size for the tallest possible equilateral triangle. Except in the sphere models, most triangles are very dissimilar, and are represented by small chunks of pixels in the map. Texture files width range from [256..8192] pixels, but may be limitless in length.

The preprocessing part at the first phase of texture generation takes several seconds depending on mesh density, so it is less than optimal for realtime on-the-fly generation yet. However, after generating the tangent atlas (which only needs to be done once), relief rendering is quite fast.

6.3 Haptic rendering using the tangent-space atlas

The procedure for rendering higher visual detail is straightforward, and shown on Algorithm 6.1. After loading the lower resolution mesh $M_s$, and its tangent-space texture atlas, all $\Pi_k$ prisms are built and stored for fast retrieval and testing.
The haptic probe’s position vector, \( G \) (which its coupled orientation vector), is continuously sampled and tested to determine whether it falls inside one of the prisms \( \Pi_k \), using the collision detection implementation described in Sections 5.2.1 and 5.3.1. When that is the case, the relative height \( t \) and barycentric coordinates \( \alpha, \beta \) are computed, \( G \) is warped and projected orthogonally at the corresponding place in the tangent atlas as

\[
G'(t, \alpha, \beta) = \alpha P'_1(t) + \beta P'_2(t) + \gamma P'_0(t) = \alpha P_1 + \beta P_2 + (1 - \alpha - \beta)P_0 + tdn. \tag{6.3.1}
\]

The tangent space atlas height and normal are sampled, obtaining \( H'(t, \alpha, \beta) \) and \( n(\alpha, \beta) \). Then, a penetration depth \( D = H'(t, \alpha, \beta) - G'(t, \alpha, \beta) \) is calculated. If positive, it means that the probe is...
below the surface, so a real collision has taken place. The penetration depth $D$ and normal $\mathbf{n}(\alpha, \beta)$ at that point are returned, as input for a repulsing force to constrain the haptic probe to the surface.

**Algorithm 6.1** Haptic rendering with HyRMA Atlas

1: **Input:** haptic point $G$, mesh $M_s$, texture atlas $HyRMA$
2: **Output:** penetration depth $D$, surface normal $\mathbf{n}$
3: 
4: **loop**
5: sample haptic probe position $G = (g_x, g_y, g_z)$
6: if $G$ within some prismoid $\Pi_k$ from $M_s$ then $\triangleright$ Detect collisions against the prismoid mesh
7: $\triangleright$ The haptic probe is inside $\Pi_k$
8: project $G$ against point $P_0$ of edge $\overrightarrow{U_0V_0}$ of $\Pi_k$
9: obtain $t \leftarrow \frac{1}{d}(G - P_0) \cdot \mathbf{n}$
10: obtain warp barycentric coords $\langle \alpha, \beta \rangle$ of $G$ as
11: $G(t, \alpha, \beta)$ within triangle $T_j = \Delta P_0(t)P_1(t)P_2(t)$
12: map point $G(t, \alpha, \beta)$ in $\Pi_k$ to $\Pi_k'$ $\triangleright$ its corresponding parametric point
13: $G'(t, \alpha, \beta) \leftarrow \alpha P_1 + \beta P_2 + (1 - \alpha - \beta)P_0 + td\mathbf{n}$
14: sample HyRMA pair $\langle H'(t, \alpha, \beta), \mathbf{n}(\alpha, \beta) \rangle$
15: if $D \leftarrow H'(t, \alpha, \beta) - G'(t, \alpha, \beta) \geq 0$ then $\triangleright$ A real collision against surface geometry !!!
16: return pair $\langle D, \mathbf{n}(\alpha, \beta) \rangle$
17: else
18: return $\triangleright$ No collisions !!!
19: end if
20: end if
21: end loop

Quality of volume detail will depend on texture size for each rendered triangle in the tangent texture, and a maximum size of 256x256 or 512x512 for each triangle of the coarse mesh is quite adequate for quick and accurate relief rendering.

The creation of a tangent atlas texture is a potentially one-time *lossy* transformation. As can be seen in Figure 6.4, obtaining the atlas will smooth some surface depressions and “concave” subholes (Figure 6.4(a)). These features will be transformed orthogonally and lose subsurface empty volume (Figure 6.4(b)).

When reconstructed, surface holes will be no longer concave (where “concave” is relative to the surface interpolated normals) ((Figure 6.4(c))). This will have minor effects in lighting and shadow generation, depending on the (adjustable) decimation level. Models containing large holes with recesses will be greatly affected, if decimated to very a coarse mesh.

### 6.3.1 Rendering with a modified Parallax Occlusion Mapping shader

The same HyRMA mesostructure textures may be used to render the scene. A shader was implemented with some modifications over the parallax occlusion shader implemented by Tatarchuk [131], to account for the correct sampling the tangent atlas relief and normal texture. The method is based on a ray-caster acting as a pixel shader, as illustrated in Figure 6.5.
Figure 6.4 Explanation of potential lossy reconstruction using the tangent atlas warp.

The procedure is as follows:

1. In the vertex shader pass, triangle is identified (all 1+8 triangles belonging to the same prism share one identifier. All necessary variables are setup for the fragment shader pass, as the warped entry and exit points of the view ray intersecting the prism. The outer silhouette of the object is enclosed by the extruded prism.

2. Loop through a linear search, sampling several points back to front from the view ray exit point up to the entry point in the prism. Sampling rate is dynamically adjusted according to the angle between the view ray and the geometric normal of the face.

3. Sample depth and normal from the texture atlas. If ray height is lower than the relief height at the sampling point, search for boundary in the opposite direction (towards the camera), and find the point in which ray hits relief surface.
4. Obtain parallax displacement and displace pixel the calculated amount, then unwarp the coordinates to obtain the real displacement.

5. Optionally, for colored lights and shadows, add an additional loop to determine which pixels are shaded or in shadow, using each light ray (or shadow ray) instead of the view ray.

In Table 6.1 we show several test models at different resolutions (sphere, bunny, armadillo, Ripoll), the generated texture, their visual framerates and the number of parallax samples for each viewing ray. It is clear that the visual rendering framerate slows as the number of triangles grow. This means also lowering the number of parallax iterations also, since small textures will have less variation of detail and will need less samples per loop. Haptic performance and general interaction may suffer if visual rendering gets below the 60 FPS mark.

### 6.4 Validation and testing procedure

The method has been validated threefold: geometrically, by sampling and verifying a trajectory, showing no surface differences between pure geometric and HyRMA-rebuilt models; statistically, by obtaining haptic atlas rendering metrics showing optimal haptic/visual rendering framerates; and perceptually, by user testing and usability controlled trials measuring accurate haptic sensation of large meshes’ fine features at interactive rendering rates.

#### 6.4.1 Setup

We prepared three separate procedures to implement the aforementioned validations:

- **Test I** detects whether a statistical difference can be established between a trajectory on the dense model and the same trajectory reconstructed out of simulating collisions against the corresponding prisms and tangent-space textures of the simple model.
Table 6.1 Test HiRes and LoRes meshes with visual framerates

<table>
<thead>
<tr>
<th>HiRes mesh (# of triangles)</th>
<th>LowRes mesh (# of triangles)</th>
<th>Rendered Image (RGBα texture size)</th>
<th>Frames per Second (Max parallax iterations)</th>
</tr>
</thead>
<tbody>
<tr>
<td>sphere2 (320)</td>
<td>icosahedron (20)</td>
<td>(1024 x 932)</td>
<td>1340 (20)</td>
</tr>
<tr>
<td>sphere4 (5,120)</td>
<td>sphere1 (80)</td>
<td>(1024 x 1536)</td>
<td>645 (10)</td>
</tr>
<tr>
<td>sphere8 (1,310,720)</td>
<td>sphere2 (320)</td>
<td>(2048 x 932)</td>
<td>223 (5)</td>
</tr>
<tr>
<td>bunny (144,046)</td>
<td>bunny512 (512)</td>
<td>(4096 x 1407)</td>
<td>226 (10)</td>
</tr>
<tr>
<td>bunny (144,046)</td>
<td>bunny8192 (8,192)</td>
<td>(4096 x 2048)</td>
<td>171 (5)</td>
</tr>
<tr>
<td>armadillo (32,768)</td>
<td>armadillo1024 (8,192)</td>
<td>(4096 x 8192)</td>
<td>155 (5)</td>
</tr>
<tr>
<td>armadillo (345,944)</td>
<td>armadillo16384 (16,384)</td>
<td>(8192 x 16384)</td>
<td>92 (3)</td>
</tr>
<tr>
<td>Ripoll (1,200,000)</td>
<td>Ripoll (8,192)</td>
<td>(8192 x 8192)</td>
<td>120 (3)</td>
</tr>
</tbody>
</table>
• **Test II** checks whether the proposed method is as fast as possible for interactive haptic rates.

• **Test III** performs usability tests on users, applying two separate questionnaires to detect A) Whether faithful user perception is affected by the proposed method and B) Whether users detect haptic resolution differences when compared to less or more detailed visual representations.

**Stimuli**

We chose several sets of meshes with a variable number of faces, named using a letter (B=bunny, F=fandisk, S=Sphere, R=Ripoll’s portalada) and a number representing the geometric resolution (number of faces of that particular model). Thus, B_{1024} is the Stanford Bunny model decimated to 1024 faces. We generated separate atlases of heightfield displacement maps, where each triangle is rendered at individual texture blocks of 256 × 256, 512 × 512 or 1024 × 1024 texels corresponding to each geometric resolutions.

**Apparatus**

• An Intel(R) Core(TM)2 Duo CPU E6550 (2.33GHz, 64 bit, 2 GB RAM) with a NVIDIA Quadro FX 3800/PCIe/SSE2 (1GB RAM) graphics card, under OpenGL/GLSL Shader v. 3.30.

• One PHANTOM Omni® Haptic device, coupled with the OpenHaptics® Toolkit (v. 3) API interface.

**Participants**

A total of 14 participants were recruited in separate sessions. Previous to take the tests, they use the haptic device in a free-ranging short session to familiarize themselves with the device and the task at hand.

**Procedure**

Each user perform the tests in sequence, answering to a questionnaire that a moderator is administering. At each test, questions measure quantitative and qualitative values of user perception and interaction, to be processed later.

**6.4.2 Test I - Trajectory sampling verification**

Although the fact that the haptic HyRMA atlas is a invertible mapping from 3D space to tangent space, its wellness may be affected by choosing wrong texture sizes. An easy way to select an appropriate texture size is to sample a trajectory over the surface of of the dense model, and then replay
the same trajectory within the prisms of the simpler model but collisioning against the haptic atlas rendering.

A fitness threshold may be established for measuring how close to the real surface characteristics will be the perceived haptic perception. The trajectories were generated by GPU-based collisions against the meshes geometry as described by Roa et al [111]. The original complete Stanford Bunny \( (B_Z, 144.046 \text{ faces}) \) is paired against three decimated models of 256 faces (\( B_{256} \)), 512 faces (\( B_{512} \)), and 1024 faces (\( B_{1024} \)). A trajectory \( \tau \) is traced along the surface of mesh \( B_Z \). The same trajectory \( \tau \) is then applied to mesh \( B_{256} \) with all prismoids and HyRMA textures loaded, simulating a haptic interaction (Figure 6.6).

Points along this trajectory are then warped and collisioned in tangent space against the expanded prisms of model \( B_{256} \) (sampling from the atlas texture and clipping against the sampled height). Resulting points are warped back obtaining corresponding reconstructed points.

\[ \text{Figure 6.6 Trajectory verification by sampling: A path (in red) intersects mesh } B_{256} \text{ (left), then points along this path are sampled in the HyRMA texture to obtain a reconstructed trajectory, which later is compared to corresponding points sampled and warped from the same path intersecting dense mesh } B_Z \text{ (right).} \]

6.4.2.1 Evaluation of results from Test I

Average and Mean Squared Error analysis of height differences of original and reconstructed points is performed to illustrate wellness of the approach. As can be seen from Table 6.2, the mean squared reconstruction error between the two trajectories, which can be extrapolated at the whole approach, is less than 1% of the prism height (Figure 6.7). The boxplots show that the reconstruction error of the simulated models (Mean Square Error analysis of height differences of original and reconstructed points) between the two trajectories is negligible, getting smaller as the LowRes mesh gains
in resolution.

Table 6.2 Trajectory verification for the Bunny meshes

<table>
<thead>
<tr>
<th>Original LowRes mesh triangles</th>
<th>Original LowRes mesh path segments</th>
<th>Rebuilt HiRes mesh triangles</th>
<th>Rebuilt HiRes mesh path segments</th>
<th>Statistics Mean Sqrd Err</th>
<th>Statistics Std Dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
<td>36</td>
<td>256</td>
<td>743</td>
<td>0.61%</td>
<td>0.74%</td>
</tr>
<tr>
<td>512</td>
<td>56</td>
<td>512</td>
<td>754</td>
<td>0.27%</td>
<td>0.33%</td>
</tr>
<tr>
<td>1024</td>
<td>78</td>
<td>1024</td>
<td>754</td>
<td>0.15%</td>
<td>0.18%</td>
</tr>
</tbody>
</table>

(a) Verification of trajectory accuracy in % height differences. Shaded boxes group the middle 25%-75% of samples.

(b) Accuracy of the Mean Squared Errors from % height differences. The small circles shown above are outliers beyond the 6σ interval.

Figure 6.7 Accuracy measurement of height reconstruction. Relative height differences get smaller as the dense mesh’s resolution increases, and also do outliers.

6.4.3 Test II - Haptic atlas rendering metrics

In order to highlight the advantages of the proposed method for haptic rendering, it is necessary to establish measurement yardsticks for comparison. In this case, we select two different mesh model families built at a range of resolutions (subscript is the number of faces):

**Sphere:** Atlas texture from meshes $S_{16864}$ and $S_{65536}$, rendered haptically by a $S_{320}$ mesh.

**Stanford Bunny:** Atlas texture from meshes $B_{65536}$ and $B_{144046}$, rendered haptically by a $B_{512}$ mesh.
6.4.3.1 Evaluation of results from Test II

Spheres were generated recursively from an icosahedron to test the speed in ideal conditions, since complete convex surfaces will not “lose” material, and the triangles are near equilateral and of similar size. For the complete Stanford Bunny, with triangles of all sizes and shapes, it is apparent that the increased number of triangles is offset by the lower individual size of each texture and its parallax rendering.

Haptic surface contacts are rendered as direct collisions between the objects’ geometry and the haptic probe, and haptic framerates (HFPS) (hits/second) are measured (50 continuous measurements). As seen on Table 6.3, average haptic framerates near the 1000 Hz mark for complex models, ensuring continuous, fast and smooth haptic interactions (Figure 6.8). Haptic frame rates decrease slowly with respect to mesh density as expected, but using BVHs and other techniques might maintain optimum rendering performance.

<table>
<thead>
<tr>
<th>Model</th>
<th>S_{16864}</th>
<th>S_{65536}</th>
<th>B_{55536}</th>
<th>B_{144046}</th>
</tr>
</thead>
<tbody>
<tr>
<td>HFPS Mean</td>
<td>972.73</td>
<td>971.23</td>
<td>966.62</td>
<td>965.31</td>
</tr>
<tr>
<td>(HFPS Std Dev)</td>
<td>(32.32)</td>
<td>(32.29)</td>
<td>(33.21)</td>
<td>(35.31)</td>
</tr>
</tbody>
</table>

Figure 6.8 Haptic framerates for meshes growing in complexity. Performance decrease slowly as mesh complexity grows, but still allowing good interactive rates.
6.4 Validation and testing procedure

6.4.4 Test III - User experience and usability testing

Notwithstanding the correctness of the algebraic derivation and statistical measurements of rendering rates, final user trial protocols are necessary to validate the approach. Two usability questionnaires were applied to 14 participants.

6.4.4.1 Questionnaire A: Protocol for haptic atlas rendering

Questionnaire A applies to 3 known model pairs: FanDisk \( F_{12946}, F_{12946} \), Stanford Bunny \( B_{1024}, B_{144046} \) and Ripoll’s Portalada \( R_{128}, R_{10998642} \), measuring haptic response and sensation in atlas-based haptic rendering in a scale of [0=imperceptible..4=noticeable]:

Q1. Do you perceive the principal surface features of the mesh, in correspondence to its visual representation?
Q2. Do you perceive haptic ”rugosities” that do not have corresponding visual representation?
Q3. Do you observe visual relief features that are not perceived haptically?

<table>
<thead>
<tr>
<th>Table 6.4 Haptic Atlas rendering measurements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test</td>
</tr>
<tr>
<td>------</td>
</tr>
<tr>
<td>Model</td>
</tr>
<tr>
<td>( F_{12946} )</td>
</tr>
<tr>
<td>( B_{144046} )</td>
</tr>
<tr>
<td>( R_{10998642} )</td>
</tr>
</tbody>
</table>

From the results shown Table 6.4 it can be inferred that:

(Q1) Major haptic features are being perceived correctly.
(Q2) No spurious haptic perceptions detected.
(Q3) No visual relief features went unfelt.

This means that for each object model there is an optimal combination of hi and lo resolution meshes that allows capturing and rendering all geometric detail with the best performance.

6.4.4.2 Questionnaire B: User perception testing

Questionnaire B protocol measures haptic resolution disparity decoupled from its visual counterpart, by switching higher or lower haptic atlas resolutions than dictated by the object’s geometry.
We use three model pairs: *Sphere-31*, a visual representation of a spherical 1280-face mesh haptically rendered by a spherical 80-face mesh texture; *Sphere-22*, a visual representation of a spherical 320-face mesh haptically rendered by its equivalent spherical 320-face mesh texture; and *Sphere-13*, a visual representation of a spherical 80-face mesh haptically rendered by spherical 1280-face mesh texture. The measurement scale is \([-2 = \text{visual more decimated than haptic}; 0 = \text{correct visual-haptic correspondence}; 2 = \text{haptic more decimated than visual}].\)

Q4. How detailed do you perceive the visual/haptic correspondence of the meshes’ surface features?

<table>
<thead>
<tr>
<th>Test B</th>
<th>Q4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>Average response</td>
</tr>
<tr>
<td><em>Sphere-31</em></td>
<td>-2.00</td>
</tr>
<tr>
<td><em>Sphere-22</em></td>
<td>0.00</td>
</tr>
<tr>
<td><em>Sphere-13</em></td>
<td>1.86</td>
</tr>
</tbody>
</table>

### 6.4.4.3 Evaluation of results from Test III

As can be seen from Table 6.5, testers duly noted when visual resolution was higher than haptic resolution, when it was the same, and when haptic resolution was greater than visual resolution.

### 6.5 Conclusions from this chapter

We have developed an approach for haptic rendering using an image-based approach, based on a low resolution mesh coupled a highly detailed warped tangent texture atlas.

A preprocessing phase computes the mesostructure atlas from a dense geometric model, by “cutting” local triangular surface chunks within prisms built atop a much lower resolution of the mesh, preserving depth and normals, warping them into tangent space and storing them in an atlas. The procedure for flattening the surface into tangent space warps oblique prisms into regular ones using a clever twist for faster barycentric coordinates computation.

The mesostructure atlas is then used for haptic rendering, by transforming the haptic probe's coordinates into local warped tangent space, and colliding against the texture, effecting an appropriate force at the device that renders good haptic detail at highly interactive rates.

It allows precise surface representation of very fine haptic detail from huge geometric models, reducing processing time, since device collisions against geometry with a high polygon count is necessary for good detail perception. The same atlas is used for visually render the object using a modified Parallax Occlusion Mapping shader, showing correct correspondence between surface
detail rendering and fine features’ perception, with a qualification of some loss of mesostructures detail.

The method is validated as follows: *numerically*, by showing no surface differences between pure geometric and HyRMA-rebuilt models; *statistically*, by obtaining optimal haptic/visual rendering framerates; and *perceptually*, in user testing controlled trials measuring accurate haptic sensation of large meshes’ fine features at interactive rendering rates.

A recap of the research in this chapter can be found in [143], which is a summary of an extended unpublished version being submitted to a journal for review.

**Experimental notes**

All decimated meshes were generated from the original dense meshes using the open source software *MeshLab* [148], developed at the Visual Computing Lab - ISTI - CNR (Italy) for processing, editing and visualizing unstructured 3D triangular meshes.

Statistical analysis were performed using the *R* statistical package [106], with the resulting graphic plots obtained using the *ggplot2* subpackage [154]
When starting any research conducent to the highest academic degree, it is usually unclear to pinpoint in which direction will take the research, or what will be the measurable results beforehand. This research is no exception. What began as a search for a faster haptic rendering algorithm for geometric models ended up devising an alternative image-based approach that, while retaining fidelity of surface perception, encoded all of the original geometric detail of choice meshes. Here we present a recapitulation of the conclusions from each chapter, and finalize with some proposals for desirable and promising future work to expand the results presented in this research.

7.1 Summary of conclusions

Given that results from this work clearly emerge from three separate knowledge domains, conclusions from the undertaken research has been grouped along similar lines: collaborative capabilities implementation, collision detection, and image-based haptic rendering.

7.1.1 Collaborative Virtual Reality Environments

Based on a characterization of generic collaborative features for VR systems, we have proposed a versatile framework for evolving collaborative capabilities in standalone VR navigators. Our approach incorporates a hybrid distributed user interaction model, multithreaded software components, network communications under a peer-to-peer scalable topology, message passing channels with a custom protocol, and changeable user roles in a multi-camera subscription model.

The framework’s development has been validated by a fast porting of the ALICE VR Navigator. The generic cross-platform design allows an easy migration of similar VR applications into complete collaborative virtual reality environments. We extended the collaborative breadth of the framework by including in the Session layer a fourth thread for handling haptic devices, adding high frequency force-feedback events to the interactive session repertoire.
7.1.2 Collision Detection's implementation

We have derived a unified treatment of collisions detection in conformal space, based in a reformulation of collision queries from euclidean ($\mathbb{R}^3$) to conformal space ($\mathbb{R}^{4,1}$), sharing a parallel GPU implementation of core CUDA kernels implementing collision detection as algebraic operations that indistinctly determine intersections among lines, circles, polygons and spheres. In the results we increase throughput by two or more orders of magnitude in collision benchmarks among known mesh models, computed in blind all vs. all manner without any bounding volume collision pre-filtering. This means that realtime collisions of complex objects in conformal space can be computed at interactive rates.

Since our model does not use any acceleration techniques, it clearly signals that radical performance improvements will be observed when incorporating higher Bounding Volume Hierarchies for early pruning and other accelerating techniques to the GPU programming. Given that any hierarchical approach of bounding volumes will remove large swathes of data from the computations, these values are to be considered as absolute upper limits on a worst case scenario.

7.1.3 Tangent Space Texture Atlases for haptic rendering

In a first approach, we have developed a fast and accurate method for rendering local haptic texture in triangle meshes, which allows perception of correct surface details at several resolutions. This extends the use of heightfield haptics beyond the usual field of gigantic terrain textures and allows perceiving higher surface detail without modeling it geometrically. This approach can be used for locally mapping relief textures in triangular meshes and haptically render them in real-time. The method even allows managing LoD in the visual and haptic resolutions for closer approximations, and we have the added benefit of having a repository of assorted HyRMAs, even procedural ones.

The proposed method allows rendering of HyRMA-textured triangle meshes to feel as detailed as very dense geometric meshes, at a fraction of the modeling and processing costs. The sampling's constant (and very low) computation speed accounts for faster collision detection than those reported in the literature, and promises to scale well even for huge models.

An important result is the existence of a definite region for optimal perception of haptic features, with textures having maximum peak heights or valley depths between 5%-15% of an average edge size, which also holds for dynamic characteristics such as groove sense, and left-to-right or right-to-left traversal differences. This includes a blending procedure across edges that smoothes surface traversals even when transitioning between two or more HyRMA textures.

Another result of greater value is the creation of a repository of base meshes and standard HyRMA textures, allowing measuring quantitative and qualitative differences among the haptic rendering algorithms described herein and others that might follow, using the battery of tests devised for this research.

We then extend this result by devising a procedure to scan the fine triangle geometry of dense
meshes, and replacing it with a decimated mesh of larger triangles while capturing most of the perceptible frequency details of the original surface in a blended global HyRMA mesostructure atlas (height displacements, surface normals and other properties such as directed friction and stickiness).

Our global approach for haptic rendering is then image-based, relying on a low resolution mesh and a highly detailed warped tangent texture atlas. The technique is geared for adequate surface representation for interacting with very fine haptic detail from huge geometric models, reducing processing time, since device collisions against geometry with a high polygon count is necessary for good detail perception.

The approach allows reducing this to a calculation involving a low resolution mesh and a texture sampling approach that produces good haptic detail at highly interactive rates, using a preprocessing phase to encode geometry into HyRMA texture. It can be extended further to multiresolution tangent texture atlases, by generating separate mipmap relief textures corresponding to mesh mesostructure at varying resolution. This allows for perceiving more or less haptic detail when zooming in or out the scene.

### 7.2 Future work

Following this research we would like to continue working on the field. Further research involves implementing mesh warping operations in a geometry shader to produce the tangent texture atlases “on the fly”, doing away with the map-building pre-processing phase, plus a caching scheme that would avoid (re)computing parts of the mesh most recently travelled.

Another avenue of research to consider is replacing the lossy image-based method for obtaining surface relief from geometric models by a lossless procedure that does not modify concave hole geometry in the surface. A promising approach is obtaining multilevel (3D) relief textures that capture in a flattened 3D atlas all detail enclosed in a predetermined surface thickness, with some compression strategy that defaults to single layer atlas at those surface regions that remain unchanged (within discretization error) when warped.
A month in the laboratory can often save an hour in the library.
E. H. Westheimer
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“Beppu (n.) The triumphant slamming shut of a book after reading the final page.”
Douglas Adams