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Abstract

With the advent research of Document Image Analysis and Recognition (DIAR), an
important line of research is explored on indexing and retrieval of graphics rich docu-
ments. It aims at finding relevant documents relying on segmentation and recognition
of text and graphics components underlying in non-standard layout where commercial
OCRs can not be applied due to complexity. This thesis is focused towards text infor-
mation extraction approaches in graphical documents and retrieval of such documents
using text information.

Automatic text recognition in graphical documents (map, engineering drawing,
etc.) involves many challenges because text characters are usually printed in multi-
oriented and multi-scale way along with different graphical objects. Text characters
are used to annotate the graphical curve lines and hence, many times they follow
curvi-linear paths too. For OCR of such documents, individual text lines and their
corresponding words/characters need to be extracted.

For recognition of multi-font, multi-scale and multi-oriented characters, we have
proposed a feature descriptor for character shape using angular information from con-
tour pixels to take care of the invariance nature. To improve the efficiency of OCR, an
approach towards the segmentation of multi-oriented touching strings into individual
characters is also discussed. Convex hull based background information is used to
segment a touching string into possible primitive segments and later these primitive
segments are merged to get optimum segmentation using dynamic programming. To
overcome the touching/overlapping problem of text with graphical lines, a character
spotting approach using SIFT and skeleton information is included. Afterwards, we
propose a novel method to extract individual curvi-linear text lines using the fore-
ground and background information of the characters of the text and a water reservoir
concept is used to utilize the background information.

We have also formulated the methodologies for graphical document retrieval ap-
plications using query words and seals. The retrieval approaches are performed using
recognition results of individual components in the document. Given a query text,
the system extracts positional knowledge from the query word and uses the same to
generate hypothetical locations in the document. Indexing of documents is also per-
formed based on automatic detection of seals from documents containing cluttered
background. A seal is characterized by scale and rotation invariant spatial feature
descriptors computed from labelled text characters and a concept based on the Gen-
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eralized Hough Transform is used to locate the seal in documents.

Keywords: Document Image Analysis, Graphics Recognition, Dynamic Pro-
gramming, Generalized Hough Transform, Character Recognition, Touching Charac-
ter Segmentation, Text/Graphics Separation, Curve-Line Separation, Word Retrieval,
Seal Detection and Recognition.
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Chapter 1

Introduction

In this chapter we put in context the analysis and retrieval of graphical document
problems. We start by discussing a general overview of document image analysis
and recognition and then we will move to graphics recognition, the more particular
domain of this research work. Next, we will briefly talk about some related work
that are proposed in the literature towards this direction. Afterwards, the problem
statement of this thesis is introduced. Finally, we summarize the objectives and
contributions of this work.

1.1 Context

As electronic media becomes more and more prevalent, the need for transferring older
documents to the electronic domain grows. Recently, many techniques are available
to manage such huge volume of electronic documents and to extract knowledge in-
formation from such documents. Document Image Analysis and Recognition
(DIAR) [BW97, Nag00] is the process that performs the overall interpretation of doc-
ument images. DIAR is concerned with the global issues involved in understanding
of printed/written language in images. It refers to algorithms and methods that are
applied to document images to obtain computer readable descriptions. DIAR ana-
lyzes different text portions in document layout, understands the relationships among
these text blocks and finally converts them to a machine-readable version. It adds to
Optical Character Recognition (OCR) [Man86] technique a superstructure that
establishes the organization of the document and applies outside knowledge in in-
terpreting it. OCR works by scanning source documents and performing character
analysis on the resulting images, giving a translation to ASCII text, which can then
be stored and manipulated electronically like any standard electronic document.

Nowadays, the technology related to DIAR is used in a broad range of applica-
tions where some information has to be extracted from documents existing in different
media. Typical applications include, among the others, handwritten character recog-
nition, processing of textual web images, and information extraction from digital
libraries. In the Digital Library (DL) [Bre02] community a lot of efforts have been

1
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devoted to the digitization of paper collections in order to achieve them as document
image collections. Libraries and archives are generally interested in mass-digitization
and transcription of their book collections. The objective is not only preservation in
a digital format of documents of high value, but also to provide access and retrieval
services to wider users, and assist scholarly research activities. The simple application
of OCR softwares can only partially solve these problems, both for the difficulty of
obtaining clean converted text and for the lack of structural description of the doc-
ument. To tackle these problems, one of the alternative approach usually taken by
researchers is Document Image Retrieval (DIR) [Doe98]. The objective of DIR is
to find relevant document images from an archive based on image features of user’s
query. In the following we will discuss in brief the OCR structure and document
retrieval process.

1.1.1 Optical Character Recognition

An OCR system can be composed into several parts as shown in Fig.1.1. Here,
the document is first scanned and digitized. The noise is removed and the text is
separated from non-text portions. In character segmentation stage, the characters
from string is divided such that each image contains a single character [Lu95]. In this
stage, the bounding box for each character image is identified. Touching characters
lead to false bounding box detection, and hence false recognition results occur. The
isolated character images are sent to the preprocessing stage according to the image
quality. The character image is usually normalized to a fixed size with a linear or
nonlinear normalization method [YYH93].

The feature selection step and the classifier are the two most important parts
in the recognition system [TJT96]. In feature extraction [ZL04] step, features
are computed from character images. In general, feature descriptor is a vector that
is produced to describe a given shape of symbol (character). A suitable feature
vector should be compact, complete i.e. general enough to represent symbols from
different domains, discriminant i.e. able to maximize the intra-class similarity and the
inter-class dissimilarity, computationally manageable, extensible and able to support
distortion models [LVSM02].

Finally, character classification [LS09] assigns each character image with a
character identity. A typical character classifier partitions the feature space into
regions associating with each class, labeling an observed pattern according to the
class region into which it falls. Hence, for each character class either a prototype or
a set of character samples must be known.

Figure 1.1: Flow chart of general optical character recognition systems.
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1.1.2 Document Retrieval

Traditionally, document retrieval process is associated to textual queries. In type-
written and structured documents, the records are indexed with the traditional high
performing commercial OCR products. Once the image document is OCRed, the re-
sulting ASCII information is compared with the query using a string search algorithm.
In Fig.1.2, a typical document retrieval system is sketched. The digitized document
images are first passed through an OCR and the ASCII information corresponding
to each document is stored in a database. When a user search a query text in this
database, the text information goes through a process of text matching and indexing.
After matching, the relevant documents appear to the user according to the ranking.

Figure 1.2: Flow chart of a typical document retrieval system.

In the last few years, intensive research has been performed on Content-based
Image Retrieval (CBIR) [FSN+95] and consequently a wide range of techniques
have been proposed. CBIR consists of retrieving visually similar images from an
image database based on a given query image. Digitized document is a particular
case of image. Content-based Document Image Retrieval (CBDIR) [MMS03] is
a subdivision of CBIR where large scale document retrieval is performed according to
users requests. Documents are containers of information made by humans to be read
by humans. CBDIR involves a search process where the user’s request is a concept
to be found.

In these approaches, query text is considered in image format and retrieval is
performed using word spotting approaches [WZH00, RM05]. In word spotting, the
query text image is treated as a whole entity. Given a single instance of a query word
image, the system looks for different instances of the query image in the document and
it returns a ranked list of segmented locations where the queried word is probable to
be found. Here, the segmentation and ranking are performed using a matching process
between query and target images by image based features.
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1.2 Graphical Document Recognition

Besides huge amount of documents having only text strings, some documents con-
tain a large amount of information that is usually neglected and can provide richer
knowledge. There are documents comprising mostly graphical information such
as maps, engineering drawings, diagrams and musical scores [WL06]. Old documents
contain decorative initials and separators. Administrative documents contain graph-
ical symbols such as logos, stamps or seals.

For efficient processing and storage of graphical documents, however it is necessary
to generate a description of graphical elements in the document rather than a bit-map
in order to reduce the storage and processing time. Thus, increasing emphasis is being
placed on the need for the realization of computer-based systems which are capable of
providing automated analysis and interpretation of paper-based documents [KSM85].

To take care of this problem, Graphics Recognition (GR) has become pop-
ular in applications such as Optical Music Recognition (OMR) [Bis09], engineer-
ing/architectural drawing interpretation [FK88], etc. GR deals with problems such
as raster-to-vector techniques, recognition of graphical primitives from raster images
of documents, recognition of graphic symbols in charts and diagrams, engineering
drawings or diagram analysis of charts, line drawings, tables or forms, 3D model
reconstruction from multiple 2-D views, etc.

The graphical symbols are structured into meaningful objects for use in graphical
information systems, for example, Computer Aided Design (CAD), Geographical In-
formation Systems (GIS) and multimedia systems. Graphical objects include different
symbols e.g. lines, both long and short, and polygons which may be filled or unfilled.
Each kind of graphical documents owns a characteristic set of symbols according to
their visual properties. In Fig.1.3, we show some examples of graphical documents
e.g., logic diagram, musical scores, maps, engineering diagram, architectural diagram
and postal document. Apart from text characters, these documents contain differ-
ent graphical symbols such as musical symbols (Fig.1.3(b)), large graphical objects
(Fig.1.3(a), (c), (d), (e)), postal stamp (Fig.1.3(f)).

In graphics rich documents, graphical symbols are often associated with text labels
that indicate references or description of component parts of the diagram. Text labels
are designed with different fonts (for e.g. “Arial”, “Times New Roman”, etc.) or
styles (normal, italics) to annotate the graphical symbol. The text usually appears
in the form of strings. The placement and orientation of the text strings are used to
indicate the location and extent of features. In maps, curvilinear arrangement of the
text letters along the path of river or street is seen frequently.

1.3 Problem Statement

Research in Analysis and Retrieval of Graphical Documents is motivated by the
large amount of potential applications that the new technologies offer. The access to
massive volumes of image data has become easier today. With the progress of research
in OCR and DIR, automatic processing of such data is extremely desirable. The users
demand for effective tools to manage these large amount of images according to their
needs. The problems towards the automation of accessing and indexing the graphical
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(a) (b)

(c) (d)

(e) (f)

Figure 1.3: Documents containing graphical information. (a) Logic diagram (b)
Musical scores (c) Map (d) Engineering diagram (e) Architectural diagram (f) Postal
document.

documents are many-fold. Some of them are discussed in the following sections.

1.3.1 Difficulties of OCR in Graphical Documents

Text character detection and recognition are among the main challenges in automation
of graphical document processing. The problem for detection and recognition of such
text strings is many-folded. In graphical documents, text lines appear frequently in
different orientations other than the usual horizontal directions. Sometimes, the text
lines in such documents are curvi-linear. The purpose of such orientation and curvi-
linearity is to annotate the location of graphical objects. Thus, the inter-character
spacing differs according to annotation style. The OCR systems available commer-
cially do not perform well when documents are different in orientations. Hence, the
recognition of character strings in such document is difficult due to the usage of
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multi-oriented and multi-scale environment.
Text characters are in different orientations due to curved nature of text lines. As

a result, it is difficult to detect the skew of such documents and hence character
recognition of such documents is a complex task [AOC+00]. Due to degradation
or noise in documents, characters may touch each other in string. It leads to false
character segmentation, and hence false recognition results. Touching character
segmentation is a major problem for achieving higher recognition rate even in hori-
zontal text OCR [VOB+08]. When touching occurs in multi-oriented documents (e.g.
artistic or graphical documents), it is much more difficult to segment such multi-
oriented touching than normal horizontal touching [RPLD09].

Separation of text characters and graphical symbols involves many challenges be-
cause the text and symbols frequently touch/overlap with graphical components. Au-
tomatic separation of text characters from graphics in document images is one
of the fundamental aims in graphics recognition. It requires proper discrimination
of text/graphics [CT01], [FK88], [TTP+02]. Here, the aim is to segment the docu-
ment into two layers: a layer assumed to contain text characters, and the other one
containing the rest of graphical objects representing diagrams, streets, borders of the
region, etc.

For the OCR of such documents, we need to extract individual text lines from
the documents. As mentioned before, the text lines in graphical documents are not
parallel to each other. These text lines may have different orientations or the text
lines may be curved shapes. These are annotated in different orientations to illustrate
a location or symbol. Extraction of individual text lines from multi-oriented
and/or curved text documents is a difficult problem, as the text lines may not follow
a single direction only [GA99].

We show an example of graphical document in Fig.1.4. A portion of a map is
shown to illustrate the problems usually appear in graphical documents. Fig.1.4(a)
shows two text characters ‘t’ and ‘z’ are touched due to degradation of printing and
the touching component is in different orientations. In another instance of Fig.1.4(b),
due to overlapping, characters ‘c’ and ‘h’ are touched with graphical line, making
the text/graphics segmentation difficult. It can also be seen from Fig.1.4(c), that the
string “Yangtze” is oriented in different directions rather than horizontal direction.

1.3.2 Problems in Graphical Document Retrieval

DIR aims at finding relevant document images based on image features of user’s query
which is of interest. Indexing of graphical documents can be performed based on text
string or graphical entities. We have discussed in Section 1.1.2, how a query text is
searched to find relevant documents from a database.

Unfortunately, the OCR process is not perfect, and errors often occur in documents
with high degree of degradation such as fax documents due to compression or bilevel
conversion, historical documents which are often degraded due to aging or poor typing,
or handwritten documents. These errors have an adverse effect on the effectiveness
of information retrieval (IR) algorithms that are based on exact matches of query
terms and document terms. Searching OCR data is essentially a search of “noisy” or
error-filled text [CHTB94].
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Figure 1.4: Example of some problems typical in a map. (a) Touching characters
in multi-oriented direction. (b) Text/Graphics overlapping. (c) Text word not in a
horizontal direction.

Sometimes, holistic word spotting [WZH00, RM05] treats each word as a whole
entity and thus avoids the difficulty of character segmentation. Word spotting ap-
proaches are widely employed in keyword spotting application for degraded document
images. This approach is different from the character-level processing strategy taken
by OCR, and thus robust to degraded image quality. To avoid the OCR inclusion,
query string in ASCII/unicode is converted to image format sometimes and spotting is
done accordingly. To cope with the variations of fonts, the textual query is translated
into one or more word images (using different fonts/noise models) and later features
from each of these images are compared with target images for retrieval [MMS03].

In graphical documents, word-spotting based approaches may not be applicable,
because characters may present in different fonts in a single document and their inter-
character spacings are not known priori. Also, approaches like template matching,
Dynamic Time Warping (DTW) [RM05] may not be useful. Due to curvi-linearity
of the characters in a word, generation of such synthetic words may not be possible.
Using symbolic encoding of text characters and then use of approximate string match-
ing [Tak01] of such character group can be a good strategy to view ranked queries in
unstructured documents.

Searching in terms of symbol queries such as logos or seals will also allow the
quick filtering or routing of the document to the right business process, archive or
individual. The detection of such symbols in documents undoubtedly increases the
performance of document retrieval [UMM98, ZD09]. But, problems like overlapping
of graphical object with text, signatures, etc. add difficulty in such object detection.
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1.4 Related Work

As we have mentioned, analysis of textual information and graphical objects is a fun-
damental step in the context of graphical document interpretation. This information
is semantically rich and the recognition of this textual information is very important.
Literature and commercial products make use of OCR systems in a classical context
for horizontal characters and known fonts. However, if we consider the problem of
generalization to a different orientation, the number of propositions decreases con-
siderably. There is no reliable industrial product able to recognize words and index
them in multi-scale and multi orientation variability.

In graphics rich documents, the presence of graphical objects and their overlapping
with text string makes text information retrieval difficult. Text often touch/overlap
with long graphical lines in such documents. Thus, interpretation of such documents
requires taking care of text/graphics separation and handling of curvi-linear character
strings. Due to the problem complexity, different techniques are generally used in a
sequential order for this purpose. These techniques concern segmentation of char-
acters, recognition of these isolated characters, touching character separation, and
grouping characters into words or lines. In this section, we overview the literature
according to this pipeline. Later, each chapter goes further details on each topic of
this pipeline.

There exists many pieces of published work on text/graphics separation. The
algorithm due to Fletcher and Kasturi [FK88] uses simple heuristics based on the
characteristics of text characters. Directional mathematical morphology approach has
been used by Luo et al. [LAD95] for separation of character strings from maps. The
idea is to separate large linear segments by directional morphology and histogram
analysis of these segments. Tan et al. [TN98] illustrates a system using Pyramid
structure. Multi-resolution representations of such a pyramid structure help to select
different regions for segmentation. Cao and Tan [CT01] proposed a method of detect-
ing and extracting text characters that are touched with graphics. It is based on the
interpretation of intersection of lines in the overlapped region on the vectorized image
of text and graphics. A consolidated method, proposed by Tombre et al. [TTP+02]
used connected components analysis to make it stable for graphics-rich documents.

For the purpose of multi-oriented text character recognition, Adam et al.
[AOC+00] used Fourier Mellin Transform. Some of the multi-oriented character recog-
nition systems consider character alignment [HYSS01]. The main drawback of these
methods is the distortion due to realignment of curved text. Parametric eigen-space
method is used by Hase et al. [HSYS03]. Xie and Kobayashi [XK91] proposed a sys-
tem for multi-oriented English numeral recognition based on angular patterns. Pal et
al. [PKRP06] proposed a modified quadratic classifier based recognition method for
handling multi-oriented characters.

There are many published papers towards segmentation of the touching characters
of normal horizontal direction [CC99, SLLC05] but to the best of our knowledge, there
exist no work towards multi-oriented and multi-sized touching strings segmenta-
tion. For touching character recognition methods in normal direction, Kahan et al.
[KPB87] used projection profiles as the objective function. Fujisawa et al. [FNK92]
used profile features for touching numeral segmentation. Later Yu and Yan [YY98]



1.4. Related Work 9

presented a segmental technique using structural features for single-touching hand-
written numeral strings. Dimauro et al. [DIP92] applied contour based features along
with some descending algorithms for the touching character segmentation purpose.
Oliveira et al. [OLBS00] used contour, profile and skeleton features to find a set of
points for touching characters segmentation.

There exist some published works in multi-oriented and curved text line extrac-
tion in artistic document. Goto and Aso [GA99] proposed a local linearity based
method to detect text lines in English and Chinese documents. In another method,
proposed by Hones and Litcher [HL94], line anchors are first found in the document
image and then text lines are generated by expanding the line anchors. Loo and Tan
[LC02] proposed a method using irregular pyramid for text line segmentation in such
documents.

There are many software products to retrieve words in document where text lines
are in horizontal direction. In this type of documents, the high quality OCR has good
performance on the accuracy of retrieval [CHTB94]. On the other hand, there is not
much work which can deal with word searching in graphical documents. The exist-
ing work in the literature [DMS95b, AOC+00] considered the traditional pipeline of
character segmentation, grouping characters into words, etc, to apply the OCR later.
Deseilligny et al. [DMS95b] proposed an algorithm based on dynamic programming
to construct optimal strings by using constraints on orientation homogeneity. A sys-
tematic connected-character search is employed at each extremity of detected strings.
Most of these approaches consider text lines to be straight in such documents and
rarely search curvi-linear words due to its complexity.

Besides ASCII words, there are many graphical entities such as dropcaps [CDOM09],
logos [ZD09], seals [Che96], etc. which are also used for indexing of graphical doc-
uments. Symbol spotting based methods locate graphical symbols in a document
image [NKI05]. Document retrieval using seal has already been explored by
many researchers. A prior knowledge of the boundary shape of seal (e.g. circular,
rectangular, elliptical, etc.) is useful to locate seal in documents [ZJD06]. Often seal
has been treated as a symbol and methodology like segmentation by Delaunay tessel-
lation [CW98] are applied for seal recognition. Correlation based algorithm for seal
imprint verification is also presented in [HHYY96, Hor01]. Matsuura et al. [MM02]
verified seal image by using the discrete K-L expansion of the Discrete Cosine Trans-
form (DCT). Lee and Kim [LK89] used the attributed stroke graph obtained from
skeleton, for registration and classification of seal.

The fact of working with retrieval of graphical documents raise several problems to
tackle. One of the main reasons could be the complexity, which grows incrementally
from character segmentation to text word retrieval. Another important issue is the
choice of the methodology allowing us to efficiently retrieve documents based on query
word or symbol. Simple OCR methods or rendering of textual query to image for
spotting purpose will not be applicable in graphical documents. Because characters
may present in different fonts in a single document and their inter-character spacing is
not known a priori. Also, due to curvi-linearity of the characters in a word, generation
of such synthetic words may not be possible.
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1.5 Objectives and Contributions of the Thesis

To solve the problems mentioned above, we have proposed several methods to tackle
text/graphics analysis and retrieval of documents based on isolated character labeling.
The objective of the thesis are divided in the following blocks.

• On one hand, we study and analyze the segmentation problems of text char-
acters in graphical documents which are usually in multi-scale and multi-orient
environment. The interpretation of graphical document requires the discrimi-
nation of graphical objects and text before applying OCR in text layer.

• Next, for handling text characters in font, scale, and rotation independent envi-
ronment, the recognition process involving feature descriptor and the classifier
must be efficient enough.

• We formulate methodologies for graphical document interpretation based
on text component information. Connected components in graphical documents
are recognized and based on the positional information of characters, the text
lines are extracted.

• We provide two different application scenarios: one with query word and another
with query seal for such retrieval systems. When a query word is searched in
an archive of graphical document, the objective is to index the documents that
contain the word along with its possible location. Also, a graphical object
containing text information such as seal can be used to index the documents.

In the following, we mention in details about our contributions in this thesis. The con-
tributions of research towards text information extraction in graphical documents
are the following:

• We have developed a robust rotation invariant feature descriptor vector to rec-
ognize isolated character/symbol in graphical documents. Size and rotation
invariant features are considered here for the recognition of multi-sized/multi-
oriented characters and the features are computed from angular information
obtained from the external and internal contour pixels of the characters.

• In the context of touching strings recognition, we have also proposed an ap-
proach for multi-oriented n-character touching string segmentation scheme. When
two or more characters touch, they generate a big cavity region at the back-
ground portion. Based on convex hull information, at first, we use this back-
ground information to find some initial points to segment a touching string
into possible primitives (a primitive consists of a single character or part of a
character). Next, some of these primitives are merged to get optimum segmen-
tation. Dynamic programming algorithm is applied for this purpose using the
total likelihood of characters as the objective function.

• We have discussed the separation of text and symbols from graphical documents.
We developed a system to retrieve text and symbols from graphical documents.
Connected component features and skeleton information are used to identify text
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characters from graphics lines on the basis of their geometrical features. Next,
we proposed the adaptation of the Scale Invariant Feature Transform (SIFT)
approach in the context of text character localization (spotting) in graphical
documents.

• We have proposed a line extraction technique for artistic/technical documents.
To handle documents of wide variations in terms of size, font, orientation, layout,
etc., the proposed technique is based on the foreground and background infor-
mation of the characters in a text line. Most researchers focus their attention
only on foreground components and discard the background part (background
part refers to those white areas of a binary image surrounding the actual black
foreground).

Contributions towards graphical document retrieval are the following:

• We present a novel word indexing architecture in graphical documents to fa-
cilitate searching of query word which can take care of overlapping/touching
cases. We use the spatial information of labeled connected components as the
high level descriptors. A generic architecture is proposed to index such spatial
information. Given a query text, the system extracts positional knowledge from
the query and use the same to search the possible zones to generate hypothesis.
These hypotheses are further reduced to find the probable locations of a word.
Spatial arrangement of character components drives our system to locate text
word in such non-structured environment. The system works on multi-scale and
multi-rotation environment.

• Sometimes, text and graphics are mixed in an object and the understanding
of the object depends on the mutual information between them. “Seal” is one
of such graphical entities that contains text characters along with a logo and
a graphical boundary surrounding it. In the earlier research works, this kind
of object has been treated as a whole entity and symbol recognition based
approaches are used to interpret it. In this thesis, we propose a scheme on
document indexing based on seal object detection. The main contribution is
the use of recognized local text components as high level descriptors and the
generation of the hypotheses of the seal location based on spatial arrangement
of these descriptors. Our approach is based on local text characters instead
of only pixel-level descriptors to overcome distortion and affine-transformation
problems which are the main drawbacks in existing approaches. Also, we have
formulated our approach to be scalable and adaptable to process large collection
of documents. It does not need a previous segmentation, thus provides direct
focus on seal detection.

1.6 Organization of the Thesis

The organization of the chapters in this dissertation is as follows:

• In Chapter 1, a preview of the whole thesis has been provided, including the
scope of the thesis, the problems and contributions.
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• In Chapter 2, we propose a novel scheme towards the recognition of multi-
oriented and multi-scale text characters using angular information obtained from
the contour pixels of the characters. Circular and convex hull rings have been
used to divide a character into smaller zones to get zone-wise features for higher
recognition results. We combine circular and convex hull features and these
features are fed to a Support Vector Machine (SVM) for recognition.

• In Chapter 3, we present an approach towards the segmentation of multi-
oriented touching strings into individual characters. For this purpose, convex
hull based background information are used to segment a touching string into
possible primitive segments and later these primitive segments are merged to
get optimum segmentation using dynamic programming.

• In Chapter 4, we discuss in detail about the automatic separation of text and
graphics in document image. We will present an approach to separate text and
symbols from graphical documents. Here, connected component features and
skeleton information are used to identify text and symbol from graphics on the
basis of their geometrical features. Next, we propose the adaptation of the Scale
Invariant Feature Transform (SIFT) approach, in the context of text character
localization (spotting) in graphical documents.

• In Chapter 5, we propose a novel method to extract individual text lines from
such document pages, and the method is based on the foreground and back-
ground information of the characters of the text. To effectively utilize the back-
ground information of the string, the water reservoir concept is used.

• In Chapter 6, we present an approach towards the retrieval of words from graph-
ical document images. The recognition results of text characters are used to
form character pairs with the neighboring components. An indexing scheme
is designed to store the spatial description of components and to access them
efficiently. Given a query text word, the character pairs present in the docu-
ment are searched first. Next the retrieved character pairs are joined to form
character string and a string matching is used to find the query word.

• Chapter 7 deals with document retrieval based on a graphical symbol “seal”. A
seal is characterized by scale and rotation invariant spatial feature descriptors
computed from recognition result of individual connected components (charac-
ters). The concept of Generalized Hough Transform (GHT) is used to detect
the seal. A voting scheme is designed for finding possible location of the seal
based on the spatial feature descriptor of component pairs. The peak of votes
in GHT accumulator validates the hypothesis to locate the seal in a document.

• Conclusions are given in Chapter 8. First, a summary of the main contributions
has been given. Afterwards, we discuss about the proposed approaches and their
corresponding experimental results. Finally, future work is reported.

• Finally, the datasets used in the experiment are described in the Appendix.



Chapter 2

Multi-Oriented Text Character
Recognition

This chapter deals with text character recognition in multi-scale and multi-oriented
environment. We propose a novel scheme towards the recognition of such text char-
acters using background and foreground information. The features are computed
from different angular information obtained from external and internal contour pix-
els of the characters. Angular information are computed in such a way that they do
not depend on the size and rotation of the characters. Circular and convex hull rings
have been used to divide a character into smaller zones to get zone-wise local features
for higher recognition results. We also include angular slope of contour pixel to add
more discriminating power in the feature. We combine these angular features and
feed them to a SVM (Support Vector Machines) classifier for recognition. We have
tested our approach on character datasets of English and two popular Indian scripts
namely: Devnagari and Bengali.

2.1 Introduction

As stated in the introductory chapter, Optical Character Recognition (OCR) involves
electronic translation from scanned images of handwritten, typewritten or printed
text into digital images and translating these images into machine-encoded form (say
ASCII codes) that computer can manipulate. As the amount of new written material
increased, the need to process all in a fast and reliable manner grown. Today there
are many OCRs that are designed using different algorithms. All of the popular
algorithms goes for high accuracy and high speed. Many OCR softwares e.g. Abbyy1,
Iris2, Cvision3 etc. which are available commercially have been developed to cope up
with this growth. These softwares deal with the text in scanned documents where
text lines are usually horizontal and they are parallel to each other.

1http://www.abbyy.com/
2http://www.irislink.com/
3http://www.cvisiontech.com/

13
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Many documents are printed in stylistic (artistic) way to catch people’s atten-
tion. With the advancement of information technology, recognition of characters and
symbols in such documents becomes an extremely important issue. Handling text
character in such documents is a challenging research topic, aiming at recognizing
characters in multi-scale and multi-rotation environment and overcoming all difficul-
ties encountered.

Our contribution of this chapter is an important task of this thesis, as it will be
noticed along the thesis, “recognition of individual characters in multi-oriented and
multi-sized environment” drives different modules of the rest of the thesis.

2.1.1 Motivation

There are printed artistic or graphical documents where text lines of a single page
may have different orientations. The text lines in these documents may be written
in curved, rotated, or in other stylistic ways. As a result, it is difficult to detect
the skew of such documents and hence character recognition of such documents is a
complex task. Some examples of such complex documents are shown in Fig.2.1 for
illustration. In Fig.2.1(a), we show a map, where English characters are in different
rotation for annotation purpose. Fig.2.1(b) presents a Bengali magazine document
where characters are printed in curvi-linear way for attention. Fig.2.1(c) shows a
synthetic document of Devnagari where text characters are in different rotations.

(a) (b) (c)

Figure 2.1: Examples of graphical/artistic document images (a) Map (b) Bengali
magazine (c) Devnagari synthetic image.

The OCR systems that are available commercially, do not perform well in handling
these rotated characters. In this chapter, we will tackle this problem by proposing a
recognition method, which is applicable to characters and symbols in script indepen-
dent way. The essence of our method is a shape feature descriptor based on angular
information of contour pixels.

2.1.2 Related Work

Shape description is an important issue of symbol recognition. Feature extraction
can have strong influence in the performance of symbol recognition tasks. A suitable
representation should be compact, complete i.e. general enough to represent symbols
from different domains, discriminant i.e. able to maximize the intra-class similarity
and the inter-class dissimilarity, computationally manageable, extensible and able to
support distortion models [LVSM02].
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Many shape description methods have been developed and reported in the past.
A detailed review of shape description techniques can be found in [ZL04]. A rotation
invariant feature is defined as a special kind of feature that is invariant when the input
pattern is rotated. Some previously proposed rotation invariant features are ring
projection, the number of strokes, the number of stroke intersections, the number of
multi-fork points, Fourier descriptor moments, classical rotation invariant moments,
and Zernike invariant moments, Hu’s moment, etc.[DMS95b, KH90b, PL92, WCL94,
Hu62].

Review of the State-of-the-Art Approaches

In the literature there exists some pieces of work on English and Chinese multi-
oriented text recognition [LWT04, SMA00, TCS91, UIOK06, USI+07]. Some of
the multi-oriented character handling approaches consider character re-alignment for
recognition. The proposed approach by Hase et al. [HYSS01] is based on the types
of the text (horizontal, vertical, curved, inclined etc.), where characters in a text line
are re-aligned horizontally and then OCR techniques are used. The main drawback
of these methods is the distortion due to the re-alignment of curved text.

Xie and Kobayashi [XK91] proposed a rotation invariant recognition system using
plural standard patterns with different inclinations (angular variation) of the compo-
nent and they obtained 97% recognition accuracy from the 10 English digits.

Adam et al. [AOC+00] used a new set of features using Fourier Mellin Transform
for classification of multi-oriented and multi-scaled patterns. This method was applied
to the documents of the French Telephonic Operator.

Parametric eigen-space based method is used by Hase et al. [HSYS03] for rotated
and/or inclined character recognition. First they construct an eigen sub-space for each
category using the covariance matrix which is calculated from a sufficient number of
rotated characters. Next, a locus is obtained by projecting the rotated characters onto
the eigen sub-space and interpolating between their projected points. To recognize
a query character, the character is also projected onto the eigen sub-space of each
category and verification is done from the distance between the projected point of the
query character and the locus.

Yang and Wang [YW01] proposed a three-stage system for multi-oriented Chi-
nese character recognition where features are computed from each pair of pixels. The
approach is mainly based on geometric measures of the foreground pixels of the char-
acters.

Monwar et al. [MHP07] proposed a rotation invariant approach where they treat
each character as a two-dimensional recognition problem, taking advantage of the fact
that characters can be described by a small set of 2D characteristic views of different
angles (0◦-360◦). Character images of different angles are projected onto a feature
space that best encodes the variation among known character images.

Hayashi and Takagi [HT06] proposed a rotation invariant recognition system for
English numerals. Thinning algorithm is used initially to divide a numeral into ele-
mentary sub-patterns like straight line, C-shaped line, and 0-shaped line. Next, based
on different features like curvature, angle information, length and arc-length etc. of
the sub-pattern, the numeral is recognized.
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Tsai and Chen [TC02] proposed a rotation invariant pattern matching technique
using wavelet decomposition and ring projection representation. The multi-resolution
wavelet technique reduces an original image to small sub-images at a low multi-
resolution level. The approach transforms the image into a representation in which
both spatial and frequency information present.

Circular primitives, which are well adapted to rotation invariant recognition, have
been used by Kita [Kit92]. This is based on the analysis of the shape through a set
of concentric circles. A set of circular strobes has been used to describe the shape
around its centroid.

Recently, Iwamura et al. [ITHK09] proposed a simple algorithm of camera-based
recognition of characters and pictograms. With the help of new geometric hashing
and voting techniques, the proposed method runs in real-time for rotated character
recognition.

In Table 2.1, we summarize the state-of-the-art approaches for multi-oriented text
character recognition methods. Most of the existing works [HSYS03, ITHK09] pro-
posed in the literature considered characters of noise free. A small set of character
dataset is used for the performance evaluation. Some particular fonts of characters
are used in most of the existing works [AOC+00, HSYS03]. Above all, the shape de-
scriptors proposed in the literature for character recognition have been tested only in
Latin character datasets. Their performances have not been evaluated in the datasets
of other scripts.

Table 2.1: Related work proposed on multi-oriented character recognition.

Method Key Feature in the Proposed Algorithm
Xie and Kobayashi [XK91] Templates at different angular variation

Hase et al. [HYSS01] Re-alignment in horizontal direction
Adam et al. [AOC+00] Fourier Mellin transformation
Hase et al. [HSYS03] Parametric eigen-space

Yang and Wang [YW01] Geometric feature
Monwar et al. [MHP07] Projection at different angles

Hayashi and Takagi [HT06] Structural features in thinned image
Tsai and Chen [TC02] Wavelet decomposition and ring projection

Kita [Kit92] Circular primitives
Iwamura et al. [ITHK09] Geometric hashing and voting

2.1.3 Outline of the Approach

Given these large numbers of existing methods, one could argue that it is not neces-
sary to develop new invariant features. Nevertheless, comparative evaluation studies
[BSA91] have shown that the features are not perfect in terms of recognition accuracy,
especially when the images are noisy. Also, since symbols and characters are isolated
(i.e., not integrated in a string), the orientation information is missing. Furthermore
their size can be variable, as can be their orientation.

In this chapter, we propose a novel recognition scheme for isolated text character
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in multi-sale and multi-oriented environment. Size and rotation invariant features are
computed from different angular information obtained from the external and internal
contour pixels of the characters. Angular information is computed in such a way that
it does not depend on the size and the rotation of the characters and they make the
feature rotation invariant. Circular and convex hull rings have been used to divide a
character into smaller zones to get more local features for higher recognition results.
Finally, we use the combination of these local features to improve the results. Support
Vector Machine (SVM) classifier is used for recognition.

We give an exhaustive performance evaluation of our proposed approach using
different datasets. We have used character dataset of 3 different scripts namely:
English, Bengali and Devnagari for the experiment. Next we show the performance
using Mpeg-7 and handwritten symbols.

The overall organization of the rest of the chapter is as follows. In Section 2.2,
the feature descriptor used to describe the isolated multi-oriented and multi-sized
characters is detailed. We explain SVM classifier in Section 2.3. The experimental
results are discussed in Section 2.4. Finally, conclusion is given in Section 2.5.

2.2 Feature Extraction

To handle multi-sized/multi-oriented character recognition, we have considered size
and rotation invariant features and the features are mainly based on relative angle
information of the contour pixels of the characters. This feature is considered as
global feature. To get local features, circular and convex hull ring based zoning and
angular slope are used. Details of the feature extraction are given as follows.

2.2.1 Global Feature

For a character, the relative position of a pixel with respect to its neighbouring pixels
will not change even if the character is rotated in arbitrary directions. Hence relative
angle of the pixel with respect to its neighbouring pixels will also not change. Since
relative angle does not change because of rotation, we use this information for multi-
oriented character recognition.

For an input image, internal and external contour pixels are noted and they are
used to determine the relative angle feature of the image. Given a sequence of consec-
utive contour pixels V1 . . . Vi . . . Vn of length n, the relative angle of the pixel Vi is the
angle formed at Vi by three pixels Vi−k, Vi and Vi+k (Here, 2× k is the total number
of the neighbor pixels of Vi considered for angle computation, k pixels before Vi and
k pixels after Vi). From each contour pixel we will get two angles (one from the back-
ground side and other from the foreground side) and the angle corresponding to the
background side is considered here. See Fig.2.2, where the relative angle computation
of contour pixels is illustrated. In this figure, βi is the angle obtained at the contour
pixel Vi, when k = 3. For a better relative angle information of a pixel Vi, we consider
two angles, obtained by considering k = 3 and 4, and the average of the two angles
is the estimated value of the relative angle of the pixel Vi. To choose the value of k
we considered different pair of values [(k=2,k=3), (k=3,k=4), (k=4,k=5), (k=5,k=6)
and (k=6,k=7)] and noted that average angular information obtained from the pair
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(k=3,k=4) showed best recognition results in our method (see Table 2.9) and hence
we considered k = 3 and 4.

Figure 2.2: Illustration of relative angle computation from contour pixels. Here
(a) is the original image, (b) contour pixels of the image shown in (a), and (c) an
enlarged version of a portion of (b) where βi is the angle at the contour pixel Vi when
k=3.

The relative angles obtained from all the contour pixels of a character are grouped
into 8 bins corresponding to eight angular intervals of 45◦ (0◦-45◦, 45◦-90◦, 90◦-135◦,
etc.). For a character, the frequency of these angles of 8 bins will be similar even if
the character is rotated at any angle in any direction. For illustration, see Fig.2.3.
Here, we compute the histogram of the relative angles corresponding to 8 bins of two
rotated shapes of three characters ‘W’, ‘G’ and ‘T’. From the figure it can be noted
that the angle histogram of each pair of characters is similar although the characters
have different rotations.

2.2.2 Local Feature

We may feed this global angular frequency of the characters into the classifier for
recognition. To get higher accuracy we divide a character into zones to have zonal
information and zone-wise relative angle information is computed. Circular and con-
vex hull rings have been used to get zone-wise features. Angular slope information of
pixels are also used to get more local features. These are discussed as follows.

Circular Ring based Division

A set of seven circular rings is considered here and they are defined as the concentric
circles considering their center as the center of Minimum Enclosing Circle (MEC) of
the character and the minimum enclosing circle is considered as the outer ring. The
radii of the rings are chosen such that, the area of each ring is equal. Let R1 be the
radius of MEC of the character, then the radii (outer to inner) of these seven rings
are R1, R2, R3, R4, R5, R6, R7 respectively. Where,

ΠR2
1−ΠR2

2 = ΠR2
2−ΠR2

3 = ΠR2
3−ΠR2

4 = ΠR2
4−ΠR2

5 = ΠR2
5−ΠR2

6 = ΠR2
6−ΠR2

7 = ΠR2
7
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(a) (b)

(c)

Figure 2.3: Input images of the characters ‘W’, ‘G’, ‘T’ in 2 different rotations
and their angle histogram of contour pixels are shown. The numbers 1-8 represent 8
angular bins.

See Fig.2.4(a), where these rings are shown on a Bengali character. These circular
rings divide the MEC of a character into seven zones. Number of zones was decided
as 7 based on the experiment (see Table 2.8).

Convex Hull based Division

The Convex Hull [Gra72] or convex envelope for a set of points X in a real vector
space of d-dimensional data Rd is the minimal convex set containing X. The convex
hull conv(X) is defined as the smallest convex set in Rd containing X. In another
way, a convex hull is a minimal convex shape entirely bounding an object. It may be
easily visualized by imagining an elastic band snapped around an object shape.

Convex hull rings are computed based on convex hull boundary of a character. Let
CH be the outer boundary of the convex hull of a character. We compute 7 convex
hull rings and let the outermost convex hull ring be H1. The outer boundary of the
ring (CH1) is the CH itself. If the outer boundary CH is reduced inside by a width of
R1 −R2 pixels then inner boundary of CH1 is obtained, and the outermost ring CH1

is the portion between these two boundaries. Other 6 convex hull rings are similar
in shape but smaller in size and they are computed as follows. The 2nd convex hull
ring (say CH2) is obtained by reducing the inner boundary of CH1 by a width of
R2−R3 pixels inside. Similarly, the 3rd convex hull ring can be obtained if the inner
boundary of CH2 is reduced by a width of R3 −R4 pixels inside, and so on. Convex
hull rings are shown in Fig.2.4(b) in a Bengali character. Values of R1 . . . R2 . . . R7
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are the radii of the circular rings discussed in the previous paragraph.

(a) (b)

Figure 2.4: (a) Seven circular rings and (b) Seven convex hull rings are shown on
Bengali character.

Note that MEC is circular in nature for all objects and hence rings obtained from
MEC are also circular. In contrast, convex hull of an object is a closed polygon and
its shape differs depending on the shape of objects. Convex hull ring may not be
circular and it is better adjusted to the shape of the object. Also both are invariant
to rotation due to their intrinsic properties. Convex hull ring uses the zoning based
on the border pixels of the hull whereas the circular ring works based on circle. Thus,
the feature computed from convex hull and circular ring work in different manner for
each object shape. To get such different features we used both circular and convex
hull ring for our experiment. To get the feature, we compute the frequency of the
relative angle (as discussed before) of the contour pixels present in each of the rings.
For a ring, we get 8 relative angle information and hence we have 56 features (7 rings
× 8 relative angle) in each of the circular and convex hull based divisions.

Angular slope with respect to center of MEC

In the earlier section, we have used relative angle computed from neighborhood con-
tour pixels for global features. Here, we compute angular feature based on slope of
the contour pixels with respect to the center of the MEC and combine them. First,
we group the contour pixels of a character into 8 bins based on the relative angle with
respect to the neighbor pixels. Now, the slope with respect to the center of MEC of
the bin-wise contour pixels is computed. Here, by the slope of a pixel Vi with respect

to center of MEC, we mean the angle formed at Vi by
→
OVi and

−→
ViVi+k. O is the

center of the MEC of a character and k is distance of neighbor pixels as discussed
earlier. The slope obtained from all the contour pixels of a bin are further grouped
into 8 sets corresponding to 8 angular interval of 45◦ (=360/8). Thus, for 8 bins of
contour pixels (distributed by relative angles), we have 8×8 = 64 dimensional slope
features. See Fig.2.5 where the angular slope of two contour pixels are illustrated. In
this figure, γi and γj are angles obtained at two different contour pixels Vi and Vj
respectively. It is to be noted that, these angles γi and γj are different.
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Figure 2.5: Illustration of angular slope computation of contour pixels. Here (a) is
the contour image of Fig.2.2 with its MEC marked in Red. (b) an enlarged version
of a portion of (a) where γi and γj are angles at two different contour pixels Vi and
Vj with MEC (‘O’) respectively.

2.2.3 Combination of Angular Features

Finally, considering 7 circular rings and 7 convex hull rings, we have 56 (8 relative
angular bins × 7 circular rings) features from the circular rings, 56 (8 relative angular
bins × 7 convex hull rings) features from the convex hull rings. We also have 64
(8 relative angular bins × 8 sets of angular slopes) features from angular slope with
respect to the center of MEC. As a result, we have a 176 (56+56+64) dimensional
feature vector for the classification. It is to be noted that, the feature vector is rotation
invariant. To obtain scale invariance, the feature vector is normalized. The feature
vector is divided by the total number of contour pixels for this purpose. Hence, we
get the feature value between 0 and 1.

We have shown the 2D-plot of 176 dimensional features of characters between
intra-class and inter-class characters in Fig.2.6. From the figure it can be seen that the
corresponding features of same character classes are similar although the characters
are multi-oriented. This combined feature vector is fed to classifier for obtaining
classification label.

2.3 Classification

From a recent literature survey due to Liu et al. [LS09], we noted that SVM classifier
with RBF kernel shows better performance than other classifiers like MLP Neural
Network, Polynomial Network Classifier (PNC), Discriminative Learning Quadratic
Discriminant Function (DLQDF), etc. This leads us to work with SVM classifier in
our classification stage. Fig.2.7 shows the schematic diagram for our classification
approach. It uses a particular training set of examples with labels. During training,
the learning algorithm constructs a decision rule which can then be used to predict
the labels of new unlabeled examples. For recognition, we feed the features in a SVM
classifier. In the following, we will detail about SVM classification process.
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(a) (b)

(c) (d)

(e) (f)

Figure 2.6: Feature vectors are plotted for different orientations of characters ‘A’,
‘R’ and ‘N’.

2.3.1 SVM Classifier

The Support Vector Machine (SVM) classifier is a machine learning approach based
on the structural risk theory introduced by Vapnik in [Vap95]. It is successfully ap-
plied in a wide range of applications [BLGT06]. In particular, a SVM classifier is
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Figure 2.7: The inductive inference process of SVM in schematic form.

capable of finding the optimal hyperplane that separates two classes. This optimal
hyperplane is a linear decision boundary separating the two classes and leaving the
largest possible margin between the samples of the two classes. Unlike most learning
algorithms based on empirical risk, the SVM does not depend on probability esti-
mation. This characteristic makes it more robust against the well known curse of
dimensionality, mainly for small datasets, since classification success does not depend
on the dimensions of the input space [Mar10].

In particular, the training of an SVM classifier can be summarized as follows.
Consider a set of labeled training samples represented by D =(x1, y1), . . . , (xn, yn),
where xi ∈ Rd denotes a d-dimensional vector in a space, and yi ∈ {-1,+1} is the
label associated with it. The SVM training process, which produces a linear decision
boundary (optimal hyperplane) that separates the two classes (-1 and +1) can be
formulated by minimizing the training error while maximizing the margin separating
the samples of the two classes.

min
1
2
‖w‖2 + C

n∑
i=1

ξi,

subject to yi((wTxi) + b) ≥ 1− ξi, ξi ≥ 0, i = 1 . . . n (2.1)

where, w is a weight vector orthogonal to the optimal hyperplane, b is the bias
term, C is a trade-off parameter between error and margin, and ξi is a non negative
slack variable for xi. The optimization problem in Equation 2.1 is usually solved by
obtaining the Lagrange dual, which can be reformulated as:

max
1
2

n∑
i=1

αi −
1
2

∑
i,j

αiαjyiyjxixj

subject to 0 ≤ αi ≤ C,
n∑
i=1

αiyi = 0 (2.2)
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where (αi)i∈n are Lagrangian multipliers computed during the optimization for
each training sample. This process selects a fraction l of training samples with αi ≥ 0.
These samples are called support vectors and are used to define the decision boundary.
In extreme cases, the number of support vectors will be the same as the number of
samples contained in the training set. As a result, the w vector can be denoted as∑n
i=1 αiyixi. Fig.2.8 illustrates the general idea of the decision boundary computed

by the SVM where there are two classes (circles and squares) separated by an optimal
hyperplane. The training samples that were selected as support vectors are located
under and between the dashed lines (margin).

Figure 2.8: Illustration of SVM optimal hyperplane separating two classes.

However, this SVM formulation only works for linearly separable classes, and, since
real-world classification problems are almost never solved with a linear classifier, an
extension is needed for nonlinear decision surfaces. To solve this problem, the dot
products (xi.xj) in the linear algorithm are replaced by a nonlinear kernel function
K(.), where K(xi, xj) = φ(xi).φ(xj), and φ is a mapping function φ : Rd 7−→ H.
Such a replacement constitutes the so-called “kernel trick” [Bur98]. In order to work,
the kernel function K(xi, xj) must satisfy the Mercer condition [Vap95]. The kernel
trick enables the linear algorithm to map the data from the original input space Rd to
some different space H (possibly infinitely dimensional), called the feature space. In
this space, nonlinear SVMs can be generated, since linear operations in that space are
equivalent to nonlinear operations in the input space. The most common kernels used
for this task and their parameters (γ, r, u and τ) are listed in Table 2.2. The decision
function derived by the SVM classifier for a test sample x and training samples xi
can be computed as follows, for a two-class problem:

sign(f(x)) with f(x) =
l∑
i

αiyiK(xi, x) + b (2.3)
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Table 2.2: Most common used kernels in SVM.
Kernel Inner Product Kernel
Linear K(xi, xj) = xTi xj

Polynomial K(xi, xj) = (γxTi xj + r)u, u > 0
Radial Basis Fucntion (RBF) K(xi, xj) = exp(-γ ‖xi − xj‖2), γ > 0

Sigmoid K(xi, xj) = tanh(γxTi xj + τ)

In the same way this extension deals with nonlinear problems, the primary SVM
formulation requires additional modification to solve multi-class problems (c > 2).
There are two approaches for handling this:

• One-Against-One (OAO): This strategy arranges pairs of classifiers into sepa-
rate classes, and is also called a pairwise scheme, where the total number of
classifiers is c(c− 1)/2. Given a test sample, the classification result is obtained
by comparing the pairs and assigning the class with the maximum number of
votes to it.

• One-Against-All (OAA): In contrast, the one-against-all strategy yields one clas-
sifier for each class c that separates that class from all the other classes. The
final decision is made by the winner-takes-all method, in which the classifier
with the highest output function designates the class.

In this work, we use the OAO strategy, since it has been demonstrated to be faster
to train and uses fewer support vectors than the OAA approach [Bur98]. Overall,
the SVM is a powerful classifier with strong theoretical foundations and good gener-
alization performance. We used the freely available SVM software package libSVM1

[CL] implemented by Chang and Lin. In the following section, the character recogni-
tion results are provided using our multi-oriented shape feature descriptor and SVM
classification tool.

2.4 Result and Discussions

In order to examine the proposed method, we designed and conducted experiments
with different datasets. We constructed datasets of text characters from 3 different
scripts namely: English, Bengali and Devnagari. We also evaluated the proposed
method in the dataset of pictorial symbols (MPeg-7) and hand-written symbols (music
symbols). In the following sections, we will discuss about these datasets and accuracy
in different experimental evaluation.

2.4.1 Experiment with Text Characters

In this section we will discuss about the types and properties of isolated text charac-
ters, collected from different scripts.

1http://www.csie.ntu.edu.tw/ cjlin/libsvm/
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English Isolated Character

For the experiment of English character recognition, we considered data from two
different sources. One source of data is from graphical documents (e.g. map, seal
documents) only and its size is 8,250 characters. Second part of data was the same
data used in Pal et al. [PKRP06] and the size of this data is 18,232 (See Appendix
A.1.1 for more details). Finally, we have 26,482 data from English character dataset.
Data are scanned at 300 dpi and we have used a histogram based global binarization
algorithm [Ots79].

Both English uppercase and lowercase alpha-numeric characters were considered
for our experiment, so we should have 62 classes (26 for uppercase, 26 for lowercase
and 10 for digit). We are considering arbitrarily rotation (any angle up to 360 de-
grees) of the shapes and because of shape similarity due to orientation, some of the
characters/digits like ‘d’ and ‘p’; ‘b’ and ‘q’; ‘6’ and ‘9’; etc. are grouped together.
We will get the character ‘p’ if we rotate the character ‘d’ 180 degrees. Hence, we
considered total 40 classes. We show the similar character classes in Table 2.3. Dif-
ferent fonts have been trained for recognition. To get an idea of quality of extracted
text characters, we show some samples of character ‘R’ in Fig.2.9(a). Gray value rep-
resentation of the feature vector of the multi-oriented samples are shown in Fig.2.9(a)
are displayed in Fig.2.9(b).

(a)

(b)

Figure 2.9: (a) Some samples of character ‘R’ from the dataset are shown. (b) Each
element of 176-feature vector are displayed horizontally with its gray scale value for
each sample of ‘R’.
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Table 2.3: List of similar shaped characters. Characters in a cell are treated as
same class.

b q P p d 7 L 0 O o 6 9 1 I l i J j
S s u n U V v N Z z X x W w M m C c

Bengali and Devnagari Characters

The alphabet of the modern Bengali script consists of 11 vowels and 39 consonants.
These characters may be called basic characters. Out of the 49 basic characters of
Devnagari script, 11 are vowels and 38 are consonants. Characters of different font
sizes 12, 16, 20, 26, 30, 36 and 40 point-size are considered for the experiment (See
Appendix A.1.2 for more details). The basic characters of Bengali and Devnagari
scripts are shown in Fig.2.10(a) and Fig.2.10(b) respectively.

(a)

(b)

Figure 2.10: Basic characters of (a) Bengali and (b) Devnagari alphabet are shown.
First eleven are vowels and rest are consonants in both the alphabets.

To compute the accuracy of the proposed recognition scheme we consider only
basic characters of Bengali and Devnagari scripts. We tested our system on 15,389
characters (7874 Bengali and 7515 Devnagari characters). To get the idea of quality
of data used in our experiment, some samples of the data are shown in Fig.2.11.

Metric used for Experiment

The feature vectors, obtained from character shape descriptor are passed to a SVM
classifier to get the recognition label. Gaussian kernel with Radial Basis Function
(RBF ) has been chosen in our experiments to recognize multi-oriented text charac-
ters. We noticed that Gaussian kernel gave highest accuracy when the value of its
gamma parameter is 1.5 and the penalty multiplier parameter is set to 100. Hence,
the parameters are set as above for the whole experiment. The classification is done
in 5-fold cross-validation way. Here, the data set is divided into 5 subsets, of which 4
subsets were used for training and rest for testing. This process is repeated 5 times.
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Figure 2.11: Examples of some sample data used in our experiment (a) Bengali
and (b) Devnagari.

The recognition rates for all the test subsets were averaged to calculate recognition
accuracy. This is done for each of character database, separately. Isolated character
classification has been tested with different types of kernel functions: Linear, Poly-
nomial (degree 3), RBF and Sigmoid functions. English character dataset has been
used for this purpose. Since we obtained best recognition accuracy using RBF kernel
(see Table 2.4), we use the same kernel for other experiments.

Table 2.4: Classification with SVM using different kernel functions.

Linear Polynomial Radial Basis Function Sigmoid Function
99.41% 99.56% 99.61% 87.31%

For recognition result computation we used different measures and the measures
are defined as follows:
Recognition rate = NR

C ∗ 100/NR
T

Error rate = NR
E ∗ 100/NR

T

Reject rate = NR
R ∗ 100/NR

T

Reliability = NR
C ∗ 100/(NR

R +NR
C )

Where NR
C is the number of correctly classified characters, NR

E is the number of
misclassified characters, NR

R is the number of rejected characters and NR
T is the total

number of characters tested by the classifier. Here NR
T = NR

C +NR
E +NR

R .

Recognition results

From the experiment, we noted that the rotated character recognition accuracy of
the proposed scheme was 99.61% for English, 98.86% for Bengali and 99.18% for
Devnagari when 176 dimensional feature vector was used and no rejection was con-
sidered. Also, from the experiment we noted that 99.76% (99.82%) accuracy was
obtained when first two (three) top choices of the recognition results were considered
in English. Detail results of English, Bengali and Devnagari characters with different
choices are shown in Table 2.5. From the Table 2.5 it can be noted that recognition
accuracy increases by 0.73% when we considered two top choices instead of one top
choice in Bengali. We analyzed the results and noted that the increment obtained
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by two top choices instead of one top choice was mainly due to the presence of some
similar shape characters.

Table 2.5: Recognition result based on different choices when no rejection was
considered.

Number of choices from top Accuracy with 0% rejection
English Bengali Devnagari

Only 1 choice 99.61 98.86 99.18
Only 2 choice 99.76 99.59 99.73
Only 3 choice 99.82 99.70 99.89
Only 4 choice 99.89 99.78 99.93
Only 5 choice 99.97 99.82 99.95

Rejection versus error and reliability rate computation

We computed character recognition results with different rejection rates. We noted
that 99.45% (99.53%) reliability with 0.53% (0.43%) error was obtained when 1.58%
(1.60%) rejection was considered in Bengali (Devnagari) characters of the proposed
system. 99.84% (99.96%) reliability with 0.13% (0.04%) error was obtained from the
system when 9.58% (9.30%) data were rejected in Bengali (Devnagari) characters.
Recognition reliability with different rejection rates is given in Table 2.6 for Bengali
dataset and in Table 2.7 for Devnagari dataset. Rejection was done based on the
difference of the optimal likelihood values of the best and the second-best recognized
character.

Table 2.6: Error and reliability results with respect to different rejection rates on
Bengali dataset.

Rejection rate (%) Error rate (%) Reliability (%)
1.58 0.53 99.45%
2.50 0.35 99.63%
3.49 0.27 99.72%
5.10 0.21 99.77%
9.58 0.13 99.84%

Table 2.7: Error and reliability results with respect to different rejection rates on
Devnagari dataset.

Rejection rate (%) Error rate (%) Reliability (%)
1.60 0.43 99.53%
2.52 0.28 99.71%
3.48 0.16 99.83%
5.06 0.09 99.90%
9.30 0.04 99.96%
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Evaluation of different parameters

We computed character recognition results with different numbers of rings used for
zoning the isolated characters. This experimental evaluation is done on English char-
acter dataset. We noted best recognition results from 7 (see Table 2.8) and hence we
decided number of ring zones as 7.

Table 2.8: Recognition accuracy of English characters using different choice of rings.

4 rings 5 Rings 6 rings 7 rings 8 rings
96.37 % 98.84 % 99.28 % 99.61 % 99.61 %

The choice of the value of k is evaluated with different pair of values [(k=2,k=3),
(k=3,k=4), (k=4,k=5), (k=5,k=6) and (k=6,k=7)]. The recognition accuracy is with
different choices are shown in Table 2.9. We noted that average relative angle informa-
tion obtained from the pair (k=3,k=4) showed best recognition results in our method
and hence we considered k = 3 and 4.

Table 2.9: Recognition accuracy of English isolated characters using different value
of ‘k’ (length of neighbor pixel).

k=2 & k=3 k=3 & k=4 k=4 & k=5 k=5 & k=6 k=6 & k=7
99.24 % 99.61 % 99.61 % 99.58 % 99.46 %

Recognition result with different combination of features

In Table 2.10, we show the results of recognition accuracy on the combination of cir-
cular rings, convex hull rings and angular slope. We have performed this comparative
study on the dataset of English character from graphical documents. The size of the
dataset is 8250. We have obtained highest 98.89% accuracy with 176 dimensional
feature vector. Different combination of feature are shown in Table 2.10.

Table 2.10: Recognition result of English characters with different combination of
angular information.

AS
Feature Circular Convex Angular CR AS AS +

Descriptor Ring Hull slope + + + CR
(CR) Ring (AS) CHR CR CHR +

(CHR) CHR
With 5 Rings 95.50 93.88 97.42 96.52 98.74 98.44 98.82

(Feature Dim.) (8×5) (8×5) (8×8) (40+40) (64+40) (64+40) (64+40+40)
With 7 Rings 95.87 94.24 97.42 96.93 98.81 98.56 98.89

(Feature Dim.) (8×7) (8×7) (8×8) (56+56) (64+56) (64+56) (64+56+56)
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Error Analysis

From the experiment we noticed most of the errors occur because of the similar struc-
tural shape of some of the characters in Bengali/Devnagari script. We also noticed
the main confusing character pair from our experiment and their error rates are shown
in Table 2.12(a) and Table 2.12(b) corresponding to Bengali and Devanagari char-
acters. The Bengali characters in the first row of Table 2.12(a) confused maximum
times between them and their confusion rate was 0.127% (1.830%) when it is com-
puted from overall (within two-class) samples. The next most confusing pair was the
samples from 2nd row of Table 2.12(a), and they confused 0.076% (1.609%) cases. In
Devnagari, character samples from 1st row of Table 2.12(b) confused maximum and
their confusion rate was 0.146% (2.926%) when it is computed from overall (within
two-class) samples.

Results on poor/noisy image

Since our feature detection technique is not very sensitive to noise, our scheme shows
good results even if the samples are poor in quality. To get an idea of such samples,
some noisy images used in our system are shown in Fig.2.13. Our system recognized
all the samples of Fig.2.13, correctly.

Comparison of results

To get an idea about the comparative results of recognition we compare our results
with some of the work done for English and Chinese printed characters (see Fig.2.14).
The method due to Xie and Kobayashi [XK91] was tested on ten English numerals
and obtained 97% accuracy from the numerals. Adam et al. [AOC+00] obtained
97.5% accuracy on English characters. In another work [PKRP06] using modified
quadratic discriminant function (MQDF) for English rotated character recognition it
is obtained 98.34% accuracy from the system. We also tested the same data used
in [PKRP06] and we obtained 99.61% accuracy from this current approach. Yang
and Wang [YW01] reported 97.40% accuracy from Chinese characters. Our proposed
method showed 98.86% (99.18%) accuracy for Bengali (Devnagari) script when tested
on 7874 Bengali and 7515 Devnagari data. To the best of our knowledge, there is no
published work related to this proposed work on any Indian languages.

To get the idea of comparative recognition results of different rotation invariant
descriptors, we present a comparative study of different descriptors like (a) Angular
Radial Transform (ART) [RCB05], (b) Hu’s Moments [Hu62], (c) Zernike moments
[KH90a] and (d) Fourier-Mellin [AOC+00], and we tested them on same datasets.
These descriptors are used due to their invariance to rotation, translation and scale.
We used three datasets of Bengali, Devnagari and English isolated text characters for
comparison. A common platform is used before using the feature descriptors to the
dataset of Bengali, Devnagari and English characters. This is done by applying same
pre-processing algorithm to the whole dataset to reduce the noise effects. The feature
vectors, obtained from different descriptors are passed to a SVM classifier to get the
recognition accuracy. The classification is done in 5-fold cross-validation way. In
Fig.2.14 we show the percentage of accuracy (lower part of the figure) obtained from
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(a)

(b)

Figure 2.12: Confusion character pairs in (a) Bengali and (b) Devnagari.

different descriptors. For easy observation of the results, a bar chart of the results
is also shown in the upper part of Fig.2.14. From the Fig.2.14 it can be seen that
Hu’s moments shows the lowest recognition accuracy. For Bengali characters it gave
only 40.53% accuracy. We noted that our approach shows the best performance in
all the three scripts. Fourier-Mellin performs much closed to our approach in English
and Devnagari but is less accurate in Bengali text characters (about 4.98%) due to
its high intra shape similarity.
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Figure 2.13: Examples of some noisy images from isolated characters of Bengali
(1st row) and Devnagari (2nd row).

Figure 2.14: Comparative recognition results obtained from different descriptors
(when tested on the same data set).

2.4.2 Experiment with MPEG7 dataset

To better assess the descriptive power of our “Angle-based” feature descriptor, we
have evaluated with MPEG-7 shape silhouette database, where images contain high
inter-class variability in terms of scale, rotation, rigid and elastic deformation [Bis09].
The database consists of 1400 images: 70 shape categories, 20 images per category.
We show different images of this database in Fig.2.15. The comparison of classification
accuracy with different feature descriptor is given in Table 2.11. The best performance
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is obtained by our Angle-based approach (90.78%).

Figure 2.15: Example of shapes in the MPEG-7 database for 3 different categories.

Table 2.11: Comparison of classification accuracy on the 70 MPEG-7 symbol cate-
gories.

ART HU Zernike Fourier Mellin Angle based Approach
66.07 39.64 65.64 71.5 90.78

2.4.3 Experiment with Handwritten Music Symbols

Finally, we have tested our feature with handwritten music symbols [Bis09]. The
dataset of music clefs was obtained from a collection of modern and old musical scores
(18th and 19th centuries) of the Archive of the Seminar of Barcelona. The database
contains a total of 4094 samples in 7 different class categories. We show some images
of this database in Fig.2.16. The comparison of classification accuracy with different
feature descriptor is given in Table 2.12. The best performance is obtained by our
Angle-based approach (99.31%).
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Figure 2.16: Example of different hand-drawn musical symbols.

Table 2.12: Comparison of classification accuracy on the handwritten symbol cat-
egories.

ART HU Zernike Fourier Mellin Angle based Approach
95.94 72.12 88.98 92.35 99.31

2.5 Conclusion

In this chapter, we have presented a novel shape descriptor feature based on angle
information for isolated character recognition in graphical documents. The proposed
system does not depend on the skew of the document and handles multi-oriented text
as well as normal text. Size and rotation invariant features are considered for the
recognition of multi-sized/multi-oriented characters and the features are computed
from different angular information obtained from the contour pixels of the characters.
Angular information is computed in such a way that it does not depend on the size and
the rotation of the characters and they make the feature rotation invariant. Circular
and convex hull ring have been used to divide a character into smaller zones to get
more local features of the shape.

The approach has been evaluated on printed character datasets of different scripts
(English, Bengali and Devnagari). Different state-of-the-art descriptors are compared,
showing the robustness and performance of the proposed scheme when classifying
symbols with high variability of appearance (fonts), rigid or elastic deformations, and
noise. We have also compared our descriptor with MPEG-7 dataset and handwritten
music symbols for its competence. The experimental results show that the angle based
approach better represents the symbols.

As mentioned in Introduction chapter, performance of OCR is affected mainly
due to touching characters present in document. We need a segmentation approach
which can take care of such touching components in graphical documents. In the next
chapter we will propose a touching character segmentation approach in multi-scale
and multi-orientation environment. Multi-oriented isolated character recognition, pre-
sented in this chapter, will be used for generating the recognition confidence to obtain
such segmentation.
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Chapter 3

Multi-Oriented Touching Text
Character Segmentation using
Dynamic Programming

In the last chapter, we have discussed isolated character recognition in graphical
documents. However, due to noise, text characters do not appear isolated always in
such graphical documents. Characters in string touch each other and such touching
character segmentation is a major problem of achieving higher recognition rates by
OCR. In this chapter, we present a scheme towards the segmentation of English multi-
oriented touching strings into individual characters. When two or more characters
touch, they generate a big cavity region at the background portion. Based on convex
hull information, at first, we use this background information to find some initial
points to segment a touching string into possible primitives (a primitive consists
of a single character or part of a character). Next, some of these primitives are
merged to get optimum segmentation. Dynamic programming algorithm is applied
for this purpose using the total likelihood of characters as the objective function.
Experiments are performed in databases of real and synthetic touching characters.
The results show that the method is efficient in segmenting touching characters of
arbitrary orientation and size.

3.1 Introduction

As discussed in Chapter 1, electronic media becomes more and more accessible, the
need for transferring off-line documents to the electronic domain grows. Optical
Character Recognition (OCR) works by scanning source documents and performing
character analysis on the resulting images giving a translation to ASCII text which
can then be stored and manipulated electronically like any standard electronic doc-
ument. As part of the OCR process, character segmentation techniques are applied
to word images before individual characters images are recognized. The simplest way
to perform character segmentation is to use the small space between characters as

37



38 TOUCHING CHARACTER SEGMENTATION

segmentation regions. This strategy fails when there are touching or broken charac-
ters, which often occur in degraded text images. Some examples of such documents
are photocopies, faxes, historical documents, etc. which are often degraded due to
compression, bilevel conversion, ageing or poor typing [CW00, SLLC05]. In these
situations, two or more characters may be segmented as one character image or one
character image may split into multiple pieces. Due to degradation of small inter-
character space, adjacent characters in a string touch together and they share common
pixels in touching regions [SSR10].

3.1.1 Motivation

In graphical documents such as maps, engineering drawings, etc. or artistic docu-
ments, text lines appear frequently in different orientations rather than usual hori-
zontal direction. The purpose of such orientation and curvi-linearity is to catch peo-
ple’s attention at some particular words/lines or to annotate the location of graphical
objects. Thus, a single document may contain strings with different inter-character
spacing in the strings due to the annotation, style, etc. Also, the curvi-linear nature
of the text line makes the orientations of characters in a string different. As a result,
it is difficult to detect the skew of such strings and hence character recognition of
such documents is a complex task [RPLK08].

Segmentation of touching components is one of the difficulties to get higher recog-
nition rates by OCR systems. The OCR systems available commercially do not per-
form well when documents are rotated or the words are multi-oriented. When touching
occurs in multi-oriented documents (e.g. artistic or graphical documents), it is much
more difficult to segment such multi-oriented touching than touching segmentation of
normal horizontal touching. Touching in curvi-linear string leads to false character
segmentation and hence wrong recognition result occurs.

Text-lines could appear at different directions in a same document as illustrated
in Fig.3.1. It can be seen from Fig.3.1(a), the word “PLANET” contains a touch-
ing string “LANE” of four characters. In Fig.3.1(b), we show a map where many
characters in the word “Mayurakshi” are touching and they are oriented in different
directions. Orientation of two touching strings “ON” and “RE” of Fig.3.1(c) are per-
pendicular to each other. In Fig.3.1(d), it may be noted that orientations of “es” and
“no” in the word “Couesnon” are not the same and such strings create difficulty for
segmentation.

3.1.2 Related Work

There are many published papers towards the recognition and segmentation of the
touching characters of horizontal direction [CC99, LCSS99, KKS00, VOB+08] and
they are briefly reviewed here.

Among the earlier pieces of work on touching character segmentation, one class
of approaches uses contour features of the connected components for segmentation
[KKS00, SS95, Fen91]. When analyzing the contour of a touching pattern, valley and
crest points are derived. Next, a cutting path is decided to segment the touching
pattern by joining valley and crest points. Kahan et al. [KPB87] used projection
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Figure 3.1: Example of documents showing multi-oriented touching characters in
(a) an advertisement, (b) and (d) maps, and (c) electrical diagram.

profiles as the objective function for touching character segmentation. They used
the idea of joining adjacent characters that have minimum vertical projection. The
segmentation function is calculated from the ratio of the second derivative of the
projection-profile curve to its height. Later, Lu et al. [Lu95] introduced a peak-
to-valley function to improve the segmentation approach. Fujisawa et al. [FNK92]
used profile features for touching numeral segmentation. Upper and lower profiles of
the connected component are computed and the distance between upper and lower
profiles is analyzed to detect the segmentation points.

Afterwards, Liang et al. [LSA94] proposed discriminating functions for machine
printed touching character segmentation. Pixel projection and profile projection tech-
niques are employed as discriminative functions to solve heavily touching printed
characters. Next, they applied forward segmentation along with a backward merge
procedure based on the output of a character classifier. It works on the components
generated by discriminating functions. Yu and Yan [YY98] presented a segmental
technique using structural features for single-touching hand-written numeral strings.
At first, the touching region of the character components is determined based on the
structural points. Next, a candidate touching point is pre-selected using the geo-
metrical information of special structural points. Finally morphological analysis and
partial recognition results are used for the purpose of segmentation. Dimauro et al.
[DIP92] applied contour based features along with some descending algorithms for
the touching character segmentation purpose.

Another class of approaches is based on thinning [CW00, LCSS99]. In this ap-
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proach, thinning of foreground and/or background pixels of the connected pattern
are processed. End and fork points obtained by thinning are used for cutting points
extraction. These methods are time consuming and in addition they generate pro-
trusions. These protrusions sometimes give wrong results because they bring some
confusions among the actual fork and end points.

A water reservoir based technique [PBC03] is employed to locate inter-character
spaces in touching numeral strings. Water reservoir is a metaphor to illustrate the
cavity region of a component. In this sense, if water is poured from a side of a
component, the cavity regions of the background portion of the component where
water will be stored are considered as reservoirs of the component. Based on the size
of water reservoirs, the segmentation zones of the touching string are selected. Next,
segmentation is done using structural information of these reservoirs.

Recently, Yong et al. [YYZ09] proposed an approach using supervised learning on
the labeled examples and a Markov Random Field (MRF) approach has been applied
for this purpose. Further, a propagation minimization method is employed to select
the candidate patches based on the compatibility of the neighbor patches. The output
of the MRF after the iterative belief propagation forms a segmentation probability
map. Finally, the cut position is extracted from the map. An accuracy rate of 94.8%
is reported.

Methods based on combination of features have also been used for the touching
segmentation. Oliveira et al. [OLBS00] used contour, profile and skeleton features
to find a set of points for touching characters segmentation. First, local minima
of contours and profile features are defined as basic point (BP ). Second, a point
with more than two pixels in its neighborhood is defined as intersection point (IP ).
Afterwards, a Euclidean distance scheme is applied to determine proximity between
IP and BP for segmentation.

As discussed above, a number of methods for treating the problem of segmentation
in character recognition have developed remarkably in the last decade. In Table
3.1, we summarize some state-of-the-art approaches for text character segmentation
algorithms.

Table 3.1: Related work proposed on touching character segmentation.

Method Key Feature in the Proposed Algorithm
Fujisawa et al. [FNK92] Upper and lower profiles of characters

Chen et al. [CW00] End and fork points obtained from thinned image
Yu and Yan [YY98] Structural features
Pal et al. [PBC03] Feature based on water reservoir concept

Yong et al. [YYZ09] Supervised learning using MRF
Oliveira et al. [OLBS00] Contour, profile and skeleton features

The state-of-the-art approaches of touching character segmentation generally con-
sider touching of characters in horizontal text strings. These methods assume the
characters of strings are aligned horizontally and thus segmentation features are de-
vised for such characters in horizontal strings. The features used in most of the
approaches for text character recognition are generally not rotation invariant. In
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graphical documents when characters touch, it is difficult to know the angle of align-
ment of characters in the touching regions. The characters along a touching por-
tion may be in different orientations with respect to the baseline of the word. In
Fig.3.1(b), we showed some examples of different orientations of such touching. Due
to their complex structure, methods using orientation based matching may not be
useful to segment them properly. For segmentation purpose, we need text character
feature that can take care size and rotation invariant string. Hence, we propose here
a segmentation approach to deal with characters in multiple orientations.

3.1.3 Outline of the Approach

Although many techniques are available for segmentation of horizontal touching char-
acters, to the best of our knowledge there is no work towards multi-oriented touching
character segmentation. In this chapter, we propose an approach for multi-oriented
character touching string segmentation scheme. Though our objective is to segment
n-touching component into its corresponding characters, we will also provide a brief
details of touching character segmentation when number of components present in a
touching component is known. This idea is proposed with the number of characters
being two in the touching component.

When two or more characters touch, they generate a big cavity region at the
background portion. We use this background information to find the segmentation
point in our method. To handle the background information the convex hull is used. In
the proposed scheme of 2-character segmentation, at first, a set of initial segmentation
points is predicted based on the concave residua of the convex hull of a touching string
using Douglas Peucker approximation. Using these initial points, we determine some
candidate segmentation lines to segment a touching component into 2 parts. The
recognition confidence of the two sub-images of a touching string, obtained from each
candidate segmentation line, is computed and the candidate segmentation line from
which we get optimum confidence is the actual segmentation line.

When the number of characters is not known for a touching component, i.e. for
n-character touching component, the touching string is segmented first into primitive
segments based on the initial segmentation points. A primitive segment consists of
a single character or a part of a single character. Next, the primitive segments are
merged to get optimum segmentation and dynamic programming is applied using
total likelihood of characters as the objective function.

In Chapter 2, we have detailed about shape descriptor and classification approach.
A feature descriptor of size 176 dimension was computed using angle based approach.
Next, SVM classifier had been used to build the character shape model from multi-size
and multi-oriented feature of our training data. SVM generates separate class-model
for each character class with the training dataset. Given a set of primitive segments,
we compute the recognition confidence to obtain the corresponding class and use this
value as the cost function in our dynamic programming approach.

The rest of the chapter is organized as follows. Proposed segmentation approach
for two touching characters is discussed in Section 3.2 and for n-touching characters in
Section 3.3. The experimental results are discussed in Section 3.4. Finally conclusion
is given in Section 3.5.
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3.2 Segmentation of 2-Touching Characters

Recognition of individual characters in multi-oriented and multi-sized environment
drives the segmentation hypothesis of touching characters in our system. We assume,
the number of text characters in the touching component is known and the number is
2. Segmentation of the 2-characters touching string is done based on the recognition
confidence of different segmented pairs obtained from the string. The block-diagram
of our approach is shown in Fig.3.2. Details of the segmentation method are discussed
below.

Figure 3.2: Block diagram of our character segmentation approach.

3.2.1 Computation of Segmentation Zones

When two or more characters touch, generally they generate big cavity regions in
the background portion between touching components. If components in a string are
in horizontal direction, the water reservoir concept can be used to find these cavity
regions [PBC03]. Water reservoir based algorithms may not be applied due to the
multi-oriented nature of the strings. We have considered some properties of convex
hull to take care of this problem.
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Convex Hull and Properties of Concave Residua

As mentioned in Chapter 2 (Section 2.2.2), a convex hull is a minimal convex shape
entirely bounding an object. For our character segmentation approach we define some
properties of residuum of convex hull which are as follows.

1. Residuum area (RA): The area of a residuum is defined by the number of pixels
inside the residuum.

2. Residuum surface level (RSL): The RSL of a residuum is the line obtained by
joining two endpoints of the open face of the residuum.

3. Residuum border pixels (RBP ): The border pixels of each residuum are defined
as the contour pixels of the residuum excluding the RSL pixels.

4. Residuum height (RH): It is the depth of the farthest residuum border pixel
from RSL.

In Fig.3.3, convex hull residua and their different parameters for a text character
‘S’ are shown.

Figure 3.3: (a) Image of the character ‘S’. (b) Two residua from the convex hull of
‘S’. (c) Different parameters of convex hull are shown in a residuum.

Segmentation Zones

For a touching component image, the cavity regions are determined by finding residua
of that component through convex hull. These residua cover the cavity regions of the
touching component and thus, they are used to determine the segmentation zone of
touching characters. The residua found from the convex hull of a touching character
are shown in Fig.3.4. For this touching component ‘72’, we find a total of four cavity
regions.

Given a touching component, we may find many small cavity regions along with
the segmentation zones due to the degradation of contour of the characters. Even,
the presence of “Serif” in some fonts of text characters (e.g. Times New Roman)
also produces small cavity regions. These small cavity regions are considered as noise
and thus, these regions are not considered for segmentation. To do that, the residua
having height more than stroke-width are taken care for segmentation purpose. The
stroke-width (Stw) of the word is the statistical mode of object pixels’ run lengths
[CC99]. For a component, Stw is calculated as follows. The component is scanned
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row-wise (horizontally), column-wise (vertically) and then in two diagonal directions
(45◦ and 135◦). If rl different runs of lengths r1, r2 . . . rrl with frequencies f1, f2 . . . frl,
respectively are obtained by the scanning the component, then value of Stw will be
ri if fi = max(fj), j = 1, 2 . . . rl.

Figure 3.4: (a) Touching character. (b) The residua of the convex hull are shown
and marked by grey color. (c) Different parameters of the residuum.

3.2.2 Initial Segmentation Point Detection

To segment a touching string into possible primitives, segmentation points are next
computed from the segmentation zones extracted previously. To do it, we employ a
polygonal approximation method to the contour pixels of residuum borders. Poly-
gonization provides key-points which are at the corner of edges in the corresponding
segmentation zones. There are different algorithms for reducing the points in a poly-
line to produce a simplified polyline that approximates the original within a specified
tolerance. For example Douglas-Peucker algorithm, Vertex Reduction algorithm, etc.
Most of these algorithms work in any dimension since they only depend on computing
the distance between points and lines. Among existing algorithms of the literature
[Kol03], we have selected the Douglas-Peucker [DP73] polygonal approximation al-
gorithm. This algorithm is well adapted to localize hard curvature points along a
border. A short presentation of this algorithm is given as follows.

Polyline Approximation : Douglas-Peucker Algorithm

The classical Douglas-Peucker [DP73, HS92] line-simplification algorithm is recog-
nized as the one that delivers the best perceptual representations of the original lines.
It works from top down by starting with a crude initial guess at a simplified polyline,
namely the single edge joining the first and last vertices of the polyline. Then the
remaining vertices are tested for closeness to that edge. If there are vertices further
than a specified tolerance, ε ≥ 0, away from the edge, then the vertex furthest from
it is added to the simplification. This creates a new guess for the simplified polyline.
Using recursion, this process continues for each edge of the current guess until all
vertices of the original polyline are within tolerance of the simplification.

More specifically, in the Douglas-Peucker algorithm, the two extreme endpoints
of a polyline are connected with a straight line as the initial rough approximation
of the polyline. Then, how well it approximates the whole polyline is determined by
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computing the distances from all intermediate polyline vertices to that (finite) line
segment. If all these distances are less than the specified tolerance ε, then the ap-
proximation is good, the endpoints are retained, and the other vertices are eliminated.
However, if any of these distances exceeds the ε tolerance, then the approximation
is not good enough. In this case, we choose the point that is furthest away as a
new vertex subdividing the original polyline into two (shorter) polylines. The Fig.3.5
shows a few steps for obtaining approximated polyline.

For a polyline shown in Fig.3.5(a), the contour pixel (Vt) has the maximum dis-
tance from the line joining the farthest points (V1 and Vn) of the polyline. Next, the
polyline is simplified with lines V1Vt and VtVn as shown in Fig.3.5(b). In Fig.3.5(c),
this process is iterated in polyline segment VtVn and Vu is selected having the max-
imum distance between points Vt and Vn. For simple 2D planar polylines the time
complexity is O(nlogn).

Figure 3.5: Stages of Douglas-Peucker for Polyline Approximation.

Initial Segmentation Points

The two end points of residuum surface level (RSL) of each selected residua are re-
garded as the initial rough estimation of the polyline. Using this initial guess, the
other vertices are approximated using a tolerance threshold ε. The value of this tol-
erance threshold is selected with stroke width (Stw) precision. After approximation,
the list of vertices are treated as key-points. The advantage of using polygonal ap-
proximation is that it provides the key-points which are at the corner of edges in the
corresponding segmentation zones. These key points are necessary for touching char-
acter segmentation because, usually when the characters touch they form a corner in
the touching region.

We have noted that some of the key-points might appear very near to RSL due to
the appearance of hard curvature or degradation in the contours of these zones. These
key-points do not provide the segmentation lines and thus are selected for removal.
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This is because, we assume the touching position between characters is closed to
deepest point from that residuum surface level. In Fig.3.6, the initial segmentation
points are shown for the image Fig.3.4(a).

Figure 3.6: Initial segmentation points (black dot) found from concave residua after
using polygonal approximation are shown on a touching component.

For the segmentation purpose, a set of lines were determined from the residuum
contour area. Each of these segmentation lines segment the touching component into
2 parts.

3.2.3 Computation of Candidate Segmentation Lines

Once we get initial segmentation points, for each initial segmentation point (V Si ) we
find another point (V Sj ) through which the touching component can be cut into 2
parts. Computation of V Sj is done as follows.

We know the angle of the direction of the RSL with the horizontal axis. For each
initial segmentation point, we find a segmentation line passing through this point and
perpendicular to the corresponding RSL. This line segments a touching component
at the point V Si . The perpendicular angle to the RSL generally gives us a clue to the
direction of the segmentation line, hence we used it here. We draw a line from the
point V Si in the opposite side of RSL and perpendicular to the RSL until it passes
through the object pixels. Let, the last object pixel on this line be V Sc . The line from
V Si to V Sc may be considered as segmentation line. This segmentation line may not
give the best segmentation always and hence to get better segmentation the point
V Sc is tuned to have a better segmentation point. This tuning is done by considering
some neighbor contour points of the point V Sc . To get neighbor pixels, the contour is
traced upto a length of stroke-width (Stw) in clockwise and anti-clockwise direction
starting from V Sc . These traced pixels are neighbor pixels. The neighbor pixel having
the minimum distance from V Si is chosen as V Sj . The line obtained by joining V Sj
and V Si is the segmentation line.

Thus, for every initial segmentation point, we have the respective segmentation
line. But, to reduce the computation complexity, we remove some segmentation
lines which divide the image in two very un-equal sizes. The segmentation lines
that segment the touching component into two parts of similar sizes are considered
for future consideration. Size similarity is done by finding the minimum enclosing
rectangle (MER) of the segmented sub-images. Let l1 be the length of larger side
of MER of one sub-image and l2 be the corresponding length of other sub-image. If
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max(l1, l2) ≥ 1.5 ×min(l1, l2), then we ignore such segmentation lines. The remaining
segmentation lines are considered as candidate lines. Candidate segmentation lines of
Fig.3.4(a) have been shown in Fig.3.7. From this set of candidate segmentation lines,
we will choose the best line using recognition confidence obtained by SVM and that
line will be the segmented line of the touching component.

Figure 3.7: Four Candidate segmentation lines obtained from segmentation points
are shown.

To get an idea about the number of candidate segmentation line for each touching
component, we computed total number of segmentation line in our dataset. We noted
that on an average, we obtained 2.81 segmentation lines for a touching string.

3.2.4 Selection of Best Segmentation Line

The best segmentation line will be selected by recognition confidence, computed by
SVM. This is done as follows. For each segmentation line we will have two sub-images
which are formed by dividing the two-character touching string by the segmentation
line. Two sub-images are tested for their recognition confidence by SVM (discussed
in Chapter 2). Based on the recognition result of a sub-image, our SVM generates a
value (between 0 and 1) for each sub-image and this value is the confidence for that
sub-image. We add the confidence of these two sub-images to get the total confidence.
When a line separates a touching character at the proper location, we generally get
highest confidence value from the sub-images of the string.

For each segmentation line, we compute the confidence value of two segmented
parts and use the cumulative confidence value as the cost function to the correspond-
ing segmentation line. A rejection threshold (THrej) is included to achieve good
segmentation performance. If the cumulative confidence value is less than THrej ,
we do not consider that touching component for that segmentation. Character seg-
mentation accuracy with different rejection threshold is discussed in Table 3.3. The
segmentation line for which we get the highest confidence result determines the final
segmentation line. In Fig.3.8, we have shown the final segmentation result of the
touching character of Fig.3.4(a). For better understanding of the proposed touch-
ing character segmentation technique, algorithm steps of the scheme are provided in
Algorithm 1.
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Figure 3.8: Image shows final segmentation line.

Algorithm 1 Segmentation of 2-touching character
Require: Touching component (CT )
Ensure: Segmentation line detection to separate CT into characters

Compute Convex Hull of CT and find the residua.
//create a list (SL) of segmentation line with their confidence
SL⇐ �
for all residua Ri of CT do

Generate the initial segmentation points (V S1 . . . V Sn ) using Douglas Peucker
polygonal approximation in the contour of Ri
for all initial segmentation points V Sj do

Compute Segmentation Line (LSij) at V Sj perpendicular to the RSL of Ri and
detect whether LSij is candidate segmentation line or not
if LSij is candidate segmentation line then

Segment CT into two sub-components (C1
Lij and C2

Lij) along LSij
Compute multi-oriented character recognition confidences G1

Lij and G2
Lij

corresponding to C1
Lij and C2

Lij

GLij = G1
Lij + G2

Lij

Store the 2-tuple vector (GLij , LSij ) into SL
end if

end for
end for
Select the 2-tuple (GmaxL , LSmax) having maximum confidence from SL
Consider LSmax as the Segmentation Line of CT

3.3 Segmentation of n-Touching Characters

Continuation with the idea of 2-character touching segmentation, a touching compo-
nent of n-characters could be segmented if the number of character in the touching
component be known before. This concept is restricted because the number of char-
acters in the touching component has to be known a priori. It is a hard constraint,
since it is not always possible to know the number of characters in a real touching
component in multi-scale and multi-rotation environment. To solve this problem, we
propose an optimization algorithm to split n-character touching components. The
proposed algorithm not only determines the optimal cutting points to segment indi-
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vidual characters but also uses the number of characters in the component (n) that
maximizes a score function based on character recognition. The block-diagram of our
approach is shown in Fig.3.9.

Figure 3.9: Block diagram of proposed character segmentation approach.

3.3.1 Touching Component Detection

There may exist touching or non-touching characters in a word. A component is de-
tected as touching or isolated before applying the segmentation approach on touching
string. For this purpose, at first, a Connected Component (CC) labeling is applied
to extract individual components of the word (See Chapter 4). For each component,
we compute the recognition confidence for all character class models using SVM and
rank their confidence scores in descending order. If a component is recognized by the
SVM with a high accuracy, we assign it as a non-touching or isolated character. If
the difference between the top two recognition scores of a component is high, it is
also considered as non-touching character. The rest of the components are considered
as touching. These touching components are processed for segmentation using our
approach. We may get some false positive labelling due to such separation based on
confidence score. For example, the difference between the top two recognition scores
may be less for characters like ‘D’, ‘O’. Such mislabelled components do not affect
the final segmentation result because the proposed dynamic programming approach
takes care such error with the final optimal score.
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3.3.2 Estimation of text-line orientation

If a n-character string or word is rotated to a certain angle, we estimate a rough angle
from the minimum rectangular bounding box of the string. This rough inclination
angle is used to arrange the primitive segments of the touching component in a se-
quential order, such that the next steps of our algorithm will be applied to merge some
of them. We compute the bounding box of the word and find the angle (α) of the
major axis with the horizon. The more are the numbers of characters in a word, the
better is the approximation of the angle. An approximate height of the word (Hw)
is found from its bounding box (See Fig.3.10). It is to be noted that, when there
are few characters in the word and the characters have ascenders and descenders, α
indicates an approximated angle of the inclination of the shape. In Fig.3.10, we show
a multi-oriented word along with its bounding box. α and Hw are marked in this
figure. It can be noted that, if this word is rotated by α then all the components
of the word will not be in horizontal mode. Hence, existing approaches of horizontal
touching character segmentation can not be applied in such string after rotating it by
α.

Figure 3.10: A multi-oriented word and its bounding box are shown. α indicates
the angle of inclination and Hw is the height of the bounding box.

3.3.3 Primitive Segmentation

For each touching component, we compute the segmentation lines from segmentation
zones as discussed in Section 3.2. In short, we find the residua in the background of
the touching string. Segmentation points are calculated in these residua by polyg-
onal approximation of the residua contour. For each initial segmentation point in
segmentation zones, we find a segmentation line passing through this point. From a
segmentation point, we compute a line which is perpendicular to the corresponding
residuum surface label and that perpendicular line segments the image into parts.
The line is tuned by checking the neighborhood contour pixels in which the length of
the segmentation line is small. This is discussed in details in Section 3.2.3.

It may happen that the touching portion of the components creates segmentation
zones on both sides (top and bottom) of the characters. Such touching creates multiple
segmentation points hypothesis in both sides. These points generate segmentation
lines for the components. As a result, some of the segmentation hypotheses may lie
very close to each other. To reduce the choices of hypothesis we remove some of the
lines which are very closed. If the distance between two segmentation lines is less
than Stw, the bigger segmentation line is not considered for segmentation. Moreover,
if the length of a segmentation line is greater than 0.75×Hw, that segmentation line



3.3. Segmentation of n-Touching Characters 51

Figure 3.11: (a) Touching string. (b) Initial segmentation points found from con-
cave residua. (c) Candidate segmentation lines obtained from selected segmentation
points.

is also not considered. This value is set up from the experimental result.
For each initial segmentation point we get the corresponding segmentation line.

If we have n segmentation lines, the image is segmented in (n + 1) sub-images. The
(candidate) segmentation lines of Fig.3.11(a) have been shown in Fig.3.11(c). Note
that, there were 7 initial segmentation points (See Fig.3.11(b)) and we have got 5
segmentation lines. These segmentation lines split the touching component into six
primitive segments (see Fig.3.11(c)). These primitive segments are arranged in a
sequence in a direction of angle α. Now, we will merge some primitive segments for
correct segmentation. Dynamic programming technique is used for the purpose.

3.3.4 Merging of Primitive Segments by Dynamic Program-
ming

The core of a dynamic programming (DP ) algorithm [KTYS94] is the module that
takes a set of symbols (list of primitive segments in our case) and a set of labels
(possible characters) and returns optimum assignment of labels to symbols assuming
that an optimum assignment is the sum of the sub-assignments. The following section
briefly reviews the general concepts of dynamic programming.

Dynamic Programming

The essence of many segmentation-based recognition methods is a dynamic program-
ming technique for calculating the best matching score between a word C1C2 . . . CNc
and an image represented by a sequence of primitive segments S1S2 . . . SNs :

value(Nc, Ns) = max{value(Nc − 1, k) + match(Sk+1,Ns, CNc)‖Nc − 1 ≤ k < Ns}

where match (segment(s),character) is an evaluation function that estimates the
correlation between a union of primitive segments and the respective character, and
Sl,m is the sequence of primitive segments from the lth to the mth [SRI99]. The
assumption that each primitive segment contains at most one character can be relaxed.
If for example, we allow for a primitive segment to correspond to two characters,
we need to update the maximization above by checking additionally the following
expression:
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value(Nc − 2, Ns − 1) + match(SNs,Ns, CNc−1CNc)

This requires additional training of the evaluation function so it can handle a pair
of characters in a single primitive segment. A graphical illustration of the dynamic-
programming approach is shown in Fig. 3.12.

In order to find the best matching score of a single word, an array A(Nc, Ns)
is formed, where Nc and Ns are the number of characters and primitive segments
respectively. The node A(i, j) holds the value of the best match between the first i
characters in the string and the first j primitive segments. The induction step is com-
puted according to the above-mentioned formula. After the dynamic-programming
phase is finished, the optimal segmentation that is associated with the highest score
can be restored by backtracking.

Figure 3.12: A graphical illustration of the dynamic-programming algorithm used
for finding the best match between a three-letter word and a sequence of five primitive
segments. The dashed lines represent paths in which a single segment contains two
characters, and therefore will be considered only if the segmentation criteria tolerates
such alternatives. Reprinted from [SRI99]

Dynamic Programming applied to multi-oriented touching character seg-
mentation

Given a touching image, the primitive segments are merged so that the average char-
acter likelihood is maximized using DP. The likelihood of each character is calculated
using a recognition accuracy obtained by SVM.

To apply the DP algorithm, the primitive segments are sorted from left to right
following the direction of α. Let S1, S2, ..Sn are list of n primitives. In Fig.3.11(c) the
primitive segments are indexed according to their sorting order. We use two tables
to store the character likelihood of primitive segments after merging (see Fig.3.13).
In the Score Table ST , we enter the classification score {cuv} and in the Label Table
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LT , we enter the character classification label {luv} where 1 ≤ u ≤ v ≤ n.

cuv =
v⋃
i=u

Si , score from ST

luv =
v⋃
i=u

Si , label from LT

In these tables, the cells correspond to the recognition result of a cumulative group-
ing of primitive segments. The possible merging results of the primitive segments of
Fig.3.11(c) are shown in Fig.3.13(a) and Fig.3.13(b). For example, in Fig.3.13(b), the
cell l35 represents the character likelihood of merging the primitive segments s3, s4
and s5. The label obtained by our SVM is ‘m’. In table ST, the cell c35 indicates
the corresponding classification score (0.183) to obtain label ‘m’. If the classification
score of merged segments is very low (a threshold value of 0.1 is decided empirically),
we do not consider it. Cumulation of primitive segments is continued till the width
of the resultant image is less than 1.2×Hw. This value is chosen based on the size of
Latin alphabets.

(a) (b)

Figure 3.13: (a) Score Table ST and (b) Label Table LT of character string
“OBAR”.

Next, we check the total likelihood of the character groups. The group having
maximum likelihood is chosen and the corresponding primitives merging are their
segmentation result. In Fig.3.11(c), 1st segment corresponds to letter ‘O’, 2nd seg-
ment corresponds to letter ‘B’, 3rd and 4th segments correspond to letter ‘A’ and 5th
and 6th segments correspond to letter ‘R’. The assignment of primitive segments for
the characters O B A R is also represented by:

i→ 1 2 3 4 and j(i)→ 1 2 4 6

where i denotes the letter number, j(i) denotes the number of the last primitive cor-
responding to the i-th letter. Note that the number of the first primitive segment
corresponding to the i-th letter is j(i − 1) + 1. Given j(i), (i = 1. . .n), the total
likelihood of characters is represented by

L =
n∑
i=1

l(i, j(i− 1) + 1, j(i)) (3.1)
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where l(i, j(i − 1) + 1, j(i)) is the likelihood for i-th letter. The optimal assignment
(the optimal segmentation) that maximizes the total likelihood is found in terms of
the dynamic programming as follows. The optimal assignment j(n)∗ for n-th letter
is the one such that

L∗j(n) = L(n, j(n)∗) = MaxL(n, j(n)) (3.2)

where L(k, j(k)) is the maximum likelihood of partial solutions given j(k) for the k-th
letter. This is defined and calculated recursively by
L(k, j(k))= Maxj(1),j(2)..j(k−1)

∑k
i=1 l(i, j(i−1)+1, j(i))

= Maxj(k−1)[l(k, j(k − 1) + 1, j(k)) + L(k − 1, j(k − 1))] (3.3)

and L(0, j(0)) = 0 for j(0) = 1, 2, ...m (3.4)

Starting from (3.4), all L(k, j(k))’s are calculated for k = 1, 2, ..., n using (3.3) to find
j(n)∗ using (3.2). The rest of j(k)∗’s (k = n−1, n−2, ..., 1) are found by back tracking
a pointer array representing the optimal j(k − 1)∗’s which maximizes L(k, j(k)) in
(3.3).

Given a segment group, the feature vector is calculated for a character class. Based
on the character likelihood, the total likelihood of a word is found in terms of the
dynamic programming technique discussed above. In Fig.3.14 we have shown the final
segmentation result of the touching character of Fig.3.11(a).

Figure 3.14: Final segmentation lines are drawn on Fig.3.11(a) after applying our
proposed approach.

3.4 Experimental Results

To the best of our knowledge, there exists no standard database to evaluate char-
acter segmentation methods in a multi-orientated and multi-size context. For our
experiments, we have constructed our own database using real as well as synthetic
data.

The real data is collected from graphical documents e.g. maps, newspapers and
magazines. It contains touching character components of different font, size and ori-
entation. Synthetic data is generated from Arial and Times New Roman fonts. These
datasets have been produced using the system described in [DVPK10]. The touch-
ing strings are composed of single-word images with different scales, orientations and
fonts, with corresponding groundtruth at character level. The words are selected
from a dictionary (of 52 country names), with random scaling and rotation parame-
ters. Average number of characters in the words are 7-8. See Appendix A.2 for more
details.



3.4. Experimental Results 55

3.4.1 Performance Evaluation of 2-Touching Characters

For the experiment of 2-touching characters, we considered 1250 components. These
are from real data. In Fig.3.15, we have shown some touching images with their
segmentation results. We have obtained 93.16% accuracy in two-touching character
segmentation with 176 dimensional features when no rejection is considered.

Figure 3.15: Few images showing segmentation lines in 2-character touching.

To get the idea of our touching character segmentation result, we provide the
result using different top choices in Table.3.2. It is to be noted that we achieved
high accuracy (97.52%) from our scheme with only top two choices of segmentation.
We also provide the accuracy of touching character segmentation based on rejection
threshold THrej (discussed in Section 3.2.4) in Table.3.3. We have obtained 99.34%
accuracy in 2-touching characters when 6.5% components are rejected.

Table 3.2: Segmentation result based on different top choice (when no rejection is
considered).

Number of top choices Segmentation Accuracy
Only 1 choice 93.16%
Only 2 choice 97.52%
Only 3 choice 98.64%
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Table 3.3: Segmentation result based on different rejection.

Rejection Threshold (THrej) Segmentation Accuracy
0% 93.16%

2.7% 96.83%
6.5% 99.34%

3.4.2 Performance Evaluation of n-Touching Characters

In the experiment on n-touching character segmentation, we tested our scheme on
450 words (200 real and 250 synthetic). The synthetic data contains touching as
well as non-touching characters. There were 880 touching components in these 450
words. Also we noted that 2050 characters touched in these 880 touching strings. The
touching strings are of different size and orientation. Some of the data are in upside
down way to check the rotation invariance nature of our method.

In the experiment of n-touching character segmentation, at first, we provide some
qualitative results to show how segmentation are done with our approach. To get an
idea about the segmentation results, we have shown some touching images with their
segmentation results in Fig.3.16. The character segmentation is done using character
recognition by angle based features. In Fig.3.16(c), some of the words are touching
in curvi-linear fashion. Our method also segmented them correctly.

We have compared the touching character segmentation results using 2 differ-
ent multi-oriented text descriptors namely: angle based features and Fourier-Mellin
moment. Fourier-Mellin moment shape descriptor has been chosen due to its good
performance in recognizing isolated multi-oriented characters [AOC+00]. We obtained
91.36% and 88.38% segmentation accuracy in overall experiment using angle based
features and Fourier-Mellin respectively. In Table 3.4, we provide the accuracy of
touching characters segmentation based on number of characters present in a touch-
ing component. We noted that, our system provides better results on 2-character
touching strings than 3 or more character touching strings. As the number of char-
acters in the touching component increases, the complexity enhances and hence the
separation task. Fig.3.17 provides the comparative results of different datasets using
two different features. It can be noted that, angle based features provides better
segmentation results than that of Fourier Mellin in all these datasets.

Table 3.4: Segmentation results on touching string.

No. of Characters Total Angle-based Fourier
in a Component Components Feature Mellin

2 635 92.60% 91.18%
3 206 89.97% 86.25%
≥ 4 38 86.18% 73.68%

Total 879 91.36% 88.38%
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(a)

(b)

(c)

Figure 3.16: Correct segmentation results of different datasets : (a) Arial font (b)
Times New Roman font (c) Real data.

Error Analysis

Fig.3.18 shows some wrong segmentation of touching characters from our method. It
is noted that most of the segmentation errors are due to following cases. (a) When a
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Figure 3.17: Percentage of touching character segmentation accuracy in datasets
of “Arial”, “Times New Roman” fonts and Real data.

touching string can be segmented in more than two ways to get the valid segmented
characters. For example, in Fig.3.18(a) the touching string formed from the characters
‘r’ and ‘m’. But this touching string can be visualized as ‘r-r-n’ also, and our system
segmented this string into ‘r’, ‘r’ and ‘n’ instead of ‘r’ and ‘m’ which we consider as
erroneous. (b) The character shapes like ‘h’ (Fig.3.18(b)) may be splitted in two parts
and our system segments this character into ‘t’,‘I’. We also considered it as wrong
segmentation. (c) Since our method is based on convex hull, when touching is made in
two or more positions, then we may not find any segmentation point in the touching
cavity region. Hence we get erroneous results.

This problem can be avoided, by using a word dictionary in the dynamic pro-
gramming algorithm. In this dictionary based approach, a lexicon containing a large
number of words is pre-defined and heuristic methods, such as maximum matching,
are utilized to match against the lexicon to segment such touching components.

Figure 3.18: Some character strings showing wrong segmentation results.
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Comparison of result with/without knowing number of components

We have performed an experiment for the evaluation of having the knowledge a priori
the number of components present in a touching component. This test is performed
to check whether the information of number of characters improves the performance
of touching component segmentation or not. For the experiment, we have created a
restricted dataset of touching components which contain 2 characters. The dataset
contains 635 components (as mentioned in Table 3.4) and the characters are in multi-
scale and multi-orientation. The segmentation on this dataset is done based on the
concept discussed in Section 3.2. We have obtained 95.74% of accuracy in this ex-
periment. From the Table 3.4, it can be noted that we obtained 92.60% accuracy
on two character touching strings. Thus, it is to be noted that we achieved 3.14%
(95.74% - 92.60%) higher accuracy than dynamic programming based approach when
additional information of number of characters in the touching component is used.

3.5 Conclusions

In this chapter we have proposed a scheme towards segmentation of multi-oriented
and multi-sized n-character touching strings. First, the touching component is seg-
mented into primitives and then the best sequence of model characters shapes are
obtained based on a dynamic programming approach using the primitive segments.
This algorithm is efficient to take care of character string in noisy environments.

We also performed an adhoc segmentation approach of touching characters based
on the knowledge of the number of characters in the touching string. In such restrictive
dataset, we have obtained better performance. But, in a real environment, it is not
possible to know a priori the number of characters in the touching component. Hence,
the proposed approach based on dynamic programming explores the complete idea
for such segmentation.

To the best of our knowledge, this work is pioneer towards multi-oriented and
multi-sized n-character touching strings segmentation. We have tested our method on
multi-oriented touching character data with different fonts and scale. As the feature of
text characters are devised for multi-scale and multi-orientation, some touching char-
acters are not segmented properly due to different possibility of segmentation. The
efficiency can be improved by using a word dictionary in the dynamic programming
algorithm and by using contextual information.

It is to be noted that the previous chapter and this chapter discuss in detail
about isolated and touching character recognition in multi-size and multi-orientation
environment. In the next chapter, we will present text character extraction from
graphical documents.
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Chapter 4

Text Character Separation in
Graphical Documents

In chapter 1, we have mentioned that OCR in graphical documents is a difficult
task. It is due to frequent overlapping of text characters with graphical lines in such
documents and hence separation and recognition of text characters are challenging.
This chapter deals with character separation in graphical documents. Graphical
document images usually contain more than one kind of graphical symbols besides
text information. It requires proper understanding of text and graphical symbols to
interpret these document images. Here, first we present a methodology to retrieve
text and symbols from graphical documents. Connected component features and
skeleton information are used to identify text character symbols from graphical lines
on the basis of their geometrical features. Next, we present the adaptation of the
Scale Invariant Feature Transform (SIFT) approach in the context of text character
localization (spotting) in graphical documents. Experiment is performed in a dataset
of graphical documents of English script.

4.1 Introduction

In Chapter 2 and 3, we have discussed about character recognition and touching
character segmentation in multi-scale and multi-rotation environments. In graphi-
cal documents, however, text characters do not appear isolated. These documents
usually contain more than one kind of graphical symbol besides text characters in-
formation. Because of the difference in characteristics, texts and graphics symbols
are processed in different ways. Thus, separation of text/graphics is important task
before processing them separately.

The digitization programs from paper-based documentation towards computerized
storage and retrieval systems have been prompted by many advantages to be gained
from the “electronic document” environment. However, several factors are still in
research progress in handling these documents. Generally, paper documents are often

61
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a mixture of text and graphics, and a system must exist to separate the text from the
graphical objects before useful electronic versions of the documents could be created
and used. Once the text image has been separated, it is then usually processed by a
character recognition system while the graphics could be edited in a graphics editor
either as raster or vector graphics. For example, due to the emergence of Geographical
Information Systems (GIS), map acquisition and recognition have become a pursued
topic, both by the industry and the academy.

The interpretation of graphical documents requires the discrimination of graphical
parts and text before recognition of such multi-oriented text. The distinction between
text and graphics might be in a sense subjective and statistical. The problem for
detection of such text characters and graphical lines is many-folded. Text/symbols
often touch/overlap with long graphical lines. Sometimes, the text lines are curvi-
linear to annotate graphical objects. Also, due to the usage of multi-oriented and
multi-scale characteristics of text characters, the interpretation of such documents is
difficult.

4.1.1 Motivation

Separation of text/graphics in document images is one of the fundamental aims in
graphics recognition. In forms processing, the problem of overlapping text has been
dealt with reasonably well [WS94]. Forms contain only straight lines and the prob-
lem is much simplified. Graphical documents such as maps, electrical diagrams, etc.
contain more complex and heterogeneous information which requires proper discrim-
ination of text/graphics [CT01], [FK88], [TTP+02]. Here, the aim is to segment
the document into two layers: a layer assumed to contain text and symbols and
the other one containing the rest of graphical objects such as diagrams, long lines,
border of the regions etc. As an example, see Fig.4.1, where some characters are
touched/overlapped with graphical lines, and segmentation of such documents is very
difficult. The problem has received a great deal of attention in the literature because
of the different processing approach of text and graphics. At the component level
the problem is not too intense. The spatial distribution of the components and their
sizes, can be measured in a number of ways, and fairly reliable classification can be
obtained. Difficulties arise however, when either there is text and symbol embedded
in the graphics components, or text and symbol touched with graphics. It includes
frequent intersection of text and symbols with graphical lines and curves and seg-
mentation of such documents is very difficult. The separation problem of text and
graphics intersections has not yet been dealt successfully, although there exist many
pieces of published papers.

4.1.2 Related Work

Text/symbol identification in complex documents is done in two ways. Majority of
the methods use a segmentation approach of these text/symbols and then recognize
them. On the other hand, a few methods work on recognizing the symbols before
approaching segmentation.

The algorithm due to Fletcher and Kasturi [FK88] uses simple heuristics based
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Figure 4.1: Locations of isolated (bounded by blue box) and touching (bounded by
red box) characters of ‘R’ are shown in a part of graphical image.

on the characteristics of text characters. The method is insensitive in text font style,
size and orientation. One of the assumptions was that the text characters do not
touch with graphics or other characters and each text character forms an isolated
component.

Directional mathematical morphology approach has been used by Luo et al.[LAD95]
for separation of character strings from maps. The idea is to separate large linear seg-
ments by directional morphology and histogram analysis of these segments. Large
segments are considered as part of graphics; effectively leaving small text character
segments.

Lu [Lu98] used an algorithm to erase non-text regions from mixed text and graph-
ics engineering drawings, rather than extracting text regions directly. The algorithm
is used to extract text characters, dimensions, and symbols on documents of engineer-
ing drawings.

Tan et al. [TN98] illustrates a system to extract text strings from a mixed
text/graphics image using a Pyramid structure. Multi-resolution representations of
such a pyramid structure help to select different regions for segmentation. The pyra-
mid helps to identify and locate words or phrases in the image efficiently and quickly.
Road maps have been chosen for the experiments. Extraction of the road names that
are labeled along the contours of roads are described.

Cao and Tan[CT01] proposed a specific method of detecting and extracting text
characters that are touched to graphics. It is based on the observation that the
constituent strokes of characters are usually short segments in comparison with those
of graphics. They looked for the lines in the overlapped region on the vectorization
of the document image. It combines line continuation with the feature line width to
interpret intersection of text and graphics.

A more consolidated method is proposed by Tombre et al. in [TTP+02]. This
method is based on the analysis of the connected components, originally proposed
by Fletcher and Kasturi [FK88]. The modified algorithm has covered a number of
improvements to make it more stable for graphics-rich documents. For a general text
graphics separation method they discussed about the selection of thresholds. A post-
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processing step is proposed to retrieve the text components which are touched with
graphics. This is done by local segmentation analysis in the distance skeleton of the
image.

Dhar and Chanda [DC06] present a methodology for extraction and recognition
of symbol features from topographic maps. The method proceeds by separating the
map into its different color layers and then recognizes the features in each layer on
the basis of symbol-specific geometrical and morphological attributes. The output
is stored in the form of an “e-map” or computer recognizable map. And later this
information is used to answer user queries.

Su et al. [SLY+09] proposed a holistic and contextual constraints of the text and
the graphical objects at different hierarchies in the engineering drawing. The algo-
rithm segments texts by recognizing and extracting graphics. Then it employs a novel
two-step coarse-to-fine process to first group potential characters into string groups
and then extract the individual strings from them. A prior contextual knowledge is
used to determine the potential orientation and location of the character string.

Recently, Hoang and Tabbone [HT10] considered text and graphics components
as two separate two-dimensional signal which are mixed in graphics rich documents.
They employed Morphological Component Analysis (MCA) method to obtain sepa-
rate text and graphics components by choosing discriminative over-complete dictio-
naries. Curvelet transform is used as the dictionary for graphics and the undecimated
wavelet transform is used as the dictionary for text.

The table 4.1 shows a comparative study in different text graphics separation
approaches. Connected component based techniques are more general in the context
of text graphics information. On the other hand skeleton based methods offer much
more reliability but has not been explored in that extent.

Table 4.1: Comparative study of the different approaches

Approach CC Analysis Skeleton Morphology
Fletcher et al. [FK88] Yes No No

Luo et al. [LAD95] No No Yes
Cao et al. [TN98] Yes Yes No

Tombre et al. [TTP+02] Yes Yes No
Dhar and Chanda [DC06] Yes No No

Hoang and Tabbone [HT10] Yes No Yes

Because of the complexity of the problem, the separation of text and graphics has
not yet been dealt successfully when text and graphics portion intersects. The shape
of non-analytic curves found from text character is difficult to analyze where back-
ground noise or overlapping/touching of graphical lines exist. Existing text/graphics
separation methods considered so far generally suffer from lack of robustness when
text graphics touch/overlap. In summary, most of the methods mentioned above are
based on one or two of the assumptions listed below:

• The document images should not contain many noise components, and they
should be prepared noise-free, using some standard.
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• The text should be printed or hand-printed, and it should seldom touch graph-
ics. It is preferably written vertically or horizontally, rather than in any other
direction.

In this chapter, we consider taking care of these problems using a combination of
top-down and bottom-up approaches.

4.1.3 Outline of the Approach

The segmentation of overlapping text and graphics is in fact a chicken-and-egg prob-
lem. In one hand, the purpose of segmentation is character recognition. On the other
hand, correct segmentation may require the recognition of the characters [CT01].
In our proposed method, text/graphics components are separated in a bottom-up
approach. An approach using connected components and skeleton information is pre-
sented to segment text characters from pixel level. Next, detection of characters in
touching/overlapped graphical lines is explored using a top-down object detection
approach such as SIFT [Low04].

Using features from connected components and skeletons, we propose an approach
to segment isolated characters, touching character, dash and long line components.
The component in which both character and long line present due to overlapping
are considered as mixed component. Using Hough transform and skeleton analysis,
these mixed components are analyzed and text characters are segmented from these
components.

Next, we present the evaluation of the SIFT approach in the context of text char-
acter spotting in graphical documents. SIFT approach deals with the localization
and detection of multiple instances of text characters in overlapping regions. The
character shapes are extracted from graphical document using an isolated character
extraction method. Next, these text characters are used as query images to search
other instances of characters of similar shapes in touching/overlapped graphical re-
gions. For example, we showed some isolated characters (bounded by blue box) in
Fig.4.1. The isolated characters are learnt on-the-fly to have the knowledge of shape
of the query character. Next, other similar characters which are touching (bounded
by red box in Fig.4.1) are searched using this knowledge. Thus, if a character is
touched with graphical lines, a top-down approach is used to locate them.

The rest of the chapter is organized as follows. We discuss the text/graphics
segmentation approach from pixel level in Section 4.2. In Section 4.3, we present the
adaptation of SIFT approach to detect text characters in graphical documents. The
experimental results are demonstrated in Section 4.4. Finally, conclusion is given in
Section 4.5.

4.2 Text/Graphics Segmentation

We consider a bottom-up approach for text/graphics separation. In a general bottom-
up approach the individual base elements (pixel) of the system are first specified
in great detail. These elements are then linked together to form larger subsystems
(connected component), which then in turn are linked, sometimes in many levels, until
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a complete top-level system (text, graphical elements) is formed. In our system, we
start from pixels in raster images. Next, connected components (CC) are formed from
pixels. Next, skeleton information is computed from these connected components.
With the CC and skeleton information, text/symbols are finally separated. The
different steps of this approach will be discussed in the following sections.

4.2.1 Connected Components and Thinning

In this section, the connected component labelling and thinning process are discussed.

Connected Component (CC) Labeling

Labeling of connected components (“objects”) is the basis for the generation of object
features as well as of some kind of filtering. Many text graphics separation methods in
binarized documents are based on connected components analysis i.e. grouping black
pixels together which are connected. It works by scanning an image, pixel-by-pixel
[BW97] (from top to bottom and left to right) in order to identify connected pixel
regions, i.e. regions of adjacent pixels which share the same set of intensity values
V. The connected components labeling operator scans the image by moving along a
row until it comes to a point p (where p denotes the pixel to be labeled at any stage
in the scanning process) for which Vpix=1. When this is true, it examines the four
neighbors of p which have already been encountered in the scan (i.e. the neighbors
(i) to the left of p, (ii) above it, and (iii and iv) the two upper diagonal terms). Based
on this information, the labeling of p occurs as follows:

• If all four neighbors are white, assign a new label to p, else

• if only one neighbor has Vpix=1, assign its label to p, else

• if more than one of the neighbors have Vpix=1, assign one of the labels to p and
make a note of the equivalences.

After completing the scan, the equivalent label pairs are sorted into equivalence
classes and a unique label is assigned to each class. As a final step, a second scan is
made through the image, during which each label is replaced by the label assigned to
its equivalence classes.

The characters and symbols found by connected component analysis are classified
through feature extraction. Simple geometrical features can be very effective in many
applications [BW97]. Some effective geometrical features of a connected component
are namely, aspect ratio, perimeter, area, maximum and minimum distances from the
boundary to the center of mass, number of holes, Euler number (number of connected
components minus number of holes), compactness, horizontal and vertical projections,
etc.

Minimum Enclosed Rectangle (MER): Some of these geometrical features
mentioned above involve the computation of the bounding box around the text/symbol.
Many existing approaches [FK88] use simple rectangle to compute geometrical fea-
tures. Since we work in graphical documents and the text characters in such doc-
uments are rotated, we use Minimum Enclosed Rectangle (MER) for such feature
computation.
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This rectangle surrounds all the pixels in the connected component in such a way,
that it finds minimum area. It is calculated by building convex hull on the set of
all the pixels and applying rotating calipers technique to the hull. Fig.4.2(a) shows
the normal enclosed rectangle and Fig.4.2(b) shows the best enclosing rectangle of a
connected component (here, it’s a text character ‘E’).

(a) (b)

Figure 4.2: Text Character Image in (a)Horizontal-Vertical Rectangle and (b) Min-
imum Enclosed Rectangle.

Thinning

Thinning is the process of reducing the thickness of each line of patterns to just
a single pixel. Lam et al. [LSC92] presented a comprehensive survey on thinning
methodologies. It discussed about a wide range of thinning algorithms, including
iterative deletion of pixels and nonpixel-based methods. There are algorithms to find
thinned image by medial axis and distance transform. Some algorithms work on the
contour line.

One of the popular thinning algorithm for character recognition, proposed by
Ahmed and Ward [AW02] works well for text document images due to its rotation
invariant nature. This algorithm is iterative. At each iteration, it deletes every
point that lies on the outer boundaries of the symbol, as long as the width of the
symbol is more than one pixel wide. This is based on a set of rules which are applied
simultaneously at each iteration to every pixel. The iterations are repeated until no
further changes occur. It has the advantage of producing the same thinned symbols
regardless of the rotation of the original symbols. It produces less extraneous pixels
(distortions) (see Fig.4.3). Thinning characters to their central lines results in thinned
symbols that better represent the characters (See [AW02] for details).

4.2.2 Selection of Size Criteria for Text Component Extraction

While separating the connected components, it is necessary to set a size criteria that
can be used as an initial filtering approach to roughly classify the components into
texts and graphics. Tombre et al. [TTP+02] proposed a size-histogram analysis
from the bounding box size of all the connected components. By a correct threshold
selection obtained dynamically from the histogram, the large graphical components
are discarded, leaving the smaller graphics and text components. To do so, the most
populated area and the average area are computed. Let Amp be the number of
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(a) (b)

Figure 4.3: (a)Different Symbols with different fonts in English, Arabic and Chinese.
(b) Corresponding thinned images. (Reprinted from [AW02])

components in the most populated area and Aavg be number of components having
average size in the histogram. Then, size threshold Ttxt is considered as

Ttxt = h×max(Amp, Aavg) (4.1)

where h is the proportionality factor. This approach is followed for initial con-
nected components classification. In graphical documents, the characters are in multi-
oriented fashion and inclined to certain angle. So we have used MER of components
for size histogram analysis. As the characters are of different sizes, the value of h was
set to 3 from the experiment [TL03].

4.2.3 Components Classification

Above criteria based on the area feature of the connected components is good enough
to group a component into one between text or graphics layer [TTP+02]. But, if
characters overlap with long lines, they cannot be separated by simple CC based rules.
Skeleton information can be useful here to detect the long segments. It is assumed
that the lengths of character segments are smaller compared to those of graphics.
Hence, to detect the long graphical lines in such components, we integrate skeleton
information. The skeleton segments are decomposed at the intersection point and the
length of segments (ls) are calculated. ls is computed from MER of the corresponding
segment. If the length of a segment is bigger than Ttxt, the segment is considered as
long segment.

We distribute the components into 5 classes, isolated characters, touching charac-
ters, dashed components, long components and mixed components. The distribution
is done based on the information of connected components and skeleton segments. In
the skeleton image of each component, if there exists no long segment, then the com-
ponent is included into one of the 3 groups : isolated character, touching character
or dash component group. Otherwise, it is considered as mixed or long component.
The description of each of them is given below. Fig.4.4 shows different components
of a graphical document.
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• Isolated Character: This group includes text characters and small symbols which
have size less than Ttxt.

• Dashed Component: These are mainly small elongated components. These
components are separated from isolated character groups using aspect ratio. The
value of aspect ratio is considered as 4 using experimental results. This group
includes dash segments from the dash line along with some isolated characters,
such as ‘1’, ‘l’ etc. These alphabets/numbers are combined into these layers,
because, at the pixel level analysis, these characters hold the same property as
dash segments and cannot be separated without context information.

• Touching Character: It consists of the components where more than one isolated
characters touch each other. These connected components have larger aspect
ratio than isolated characters and do not contain long skeleton segments. The
length of skeleton segments in this component must be less than Ttxt.

• Long Line: These are the graphical components. The segments of these com-
ponents are larger compared to the text characters size Ttxt. These lines can be
of straight or curve type.

• Mixed Component: This group consists of the components where both graphical
components and text components are present. It happens due to their overlap-
ping in that component. The long graphical lines are of two types: straight
and curve. The separation of these graphical lines from these components is
explained in Section 4.2.4.

Figure 4.4: Different types of components are shown in a map image.

4.2.4 Long Graphical Lines Removal

Mixed components are next considered for text separation. Segmentation of the
mixed components is done in two stages. In the first stage, long straight lines are
removed from the mixed components using HT analysis. Next, long curve segments
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are detected and removed from the remaining part of the image using skeleton analysis.
The flow chart of the proposed scheme is shown in Fig.4.5. It presents the overall
process for mixed components segmentation. In following sections, we will explain
how long lines are segmented from mixed components.

Figure 4.5: Flow-chart for mixed component segmentation.

Removal of Straight Lines

We perform Hough Transform (HT ) to detect the straight lines present in the mixed
components. In the following sections, we will briefly discuss about HT and later we
will show this approach in our application.

Hough Transform: The Hough Transform [DH72] is a technique which can be
used to isolate features of a particular shape within an image. Because it requires
that the desired features be specified in some parametric form, the classical HT is
most commonly used for the detection of regular curves such as lines, circles, ellipses
etc. In document image HT can be used to detect straight lines at any orientation.
This method involves a transformation from the image coordinate plane to parameter
space or in other word from Cartesian space(x, y) to sinusoidal curves in (ρ, θ) space
via the transformation

ρ = xcosθ + ysinθ (4.2)

where ρ is the distance from the origin of the (x, y) space to the line, and θ is the
angle of the normal to the line. This produces a sinusoidal curve in the (ρ, θ) space
for each point (x, y). Each (x, y) location of a foreground pixel in the image plane is
mapped to the locations in the transform plane for all possible straight lines through
the point (for all possible values or ρ and θ). When multiple points are collinear, their
transformations will intersect at the same point on the transform plane. Depending
on accumulation of pixels, the straight lines are sorted out. The (ρ and θ) locations
having the greatest accumulation (maximum) of mapped points indicate lines with
those parameters (see Fig.4.6).
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Figure 4.6: Transformation of a line from cartesian to parametric space.

Segmentation of Straight Lines: We have used HT technique to detect straight
lines in mixed components. See Fig. 4.7(a), where some characters are touched with a
straight line portion. Our objective is to keep the character portions while removing
the long graphical line. To do so, we have used stroke-width information in our
approach to calculate the line width (lw). Stroke width of a line segment is computed
using the statistical mode of the black run-lengths, obtained by scanning the segment
in horizontal, vertical and two horizontal directions (See Section 3.2). The portions of
the line where the width is more than lw, are separated from straight line. Fig. 4.7(b)
shows the remaining part of the image after straight line removal in Fig. 4.7(a) by
HT analysis.
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(a) (b)

Figure 4.7: (a)Characters are touched with a long line in a mixed component .(b)
Isolated characters after removal of straight long line.

Removal of Curve Lines

Other long lines that are touched to text/symbols are considered in this step. Ac-
cording to the text and graphics feature, it is assumed that the lengths of character
segments are smaller compared to those of graphics. At first, the mixed component is
thinned to obtain the skeleton image. Next, all the segments of skeleton are decom-
posed at the intersection point of the skeleton image. The segments having length (ls)
larger than character size threshold (Ttxt) are chosen for elimination. After removal
of long segments, the remaining portions are considered as character components.
Fig. 4.8(a) shows an initial mixed component with touching characters. The compo-
nent after removing long straight line is shown in Fig. 4.8(b). The long curve lines
are removed by checking the segment length. After removing curve long lines, the
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remaining portions are shown in Fig. 4.8(c).
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(a) (b) (c)

Figure 4.8: (a)A mixed component. (b) Long straight part is removed. (c) Ex-
tracted part after removing the long curve lines.

4.3 Text Character Spotting using SIFT

Recently, the Scale Invariant Feature Transform (SIFT) [Low04] has emerged as a
cutting-edge methodology in general object recognition as well as for other machine
vision applications [BLGT06]. The spatial organization of patch-based descriptors
computed from key-points is a powerful tool to recognize objects scenes [MS01]. One
of the interesting features of the SIFT approach is the capability to capture the
main features of an object by means of local patterns extracted from a scale-space
decomposition of the image. The main advantage of SIFT is that, this approach
works in invariant to image scale, rotation, addition of noise/occlusion. With the
wide applicability and potential of this technique, for the classification of 2D objects,
recently, this approach is also investigated in graphical symbol recognition [RL08].
Though, SIFT has been researched for object detection in other computer vision
field, the use of SIFT in text/graphics separation is not explored before.

We extract the knowledge from a bottom-up (pixel-based) approach and use it for
SIFT for text detection. First, the isolated characters are extracted from a graphical
document. Next, these characters are labeled using a rotation invariant character
recognition system. Given a query text character, the system learns the shape of
characters from the recognized (labeled) character sets. Thus, the different shapes
of each character are learnt dynamically using this bottom-up approach. Next these
characters are used as query images to search other instances of characters of similar
shapes in touching/overlapped graphical regions.

The flow chart of the proposed scheme is shown in Fig.4.9. Isolated characters
are extracted from graphical components as discussed in the earlier section. These
characters are recognized using a SVM classifier. The SVM is trained before to build
the character shape models from corresponding feature of different text characters of
the database. Finally, the recognized models are queried using SIFT to locate text
character in touching/overlapping zones.

4.3.1 SIFT Approach for Object Recognition

The SIFT approach of object recognition is a combination of selecting “local-features”
and their “matching” method. SIFT features are invariant to image scale and ro-
tation, and are demonstrated to provide robust matching in both the spatial and
frequency domains, reducing the probability of disruption by occlusion, clutter, or
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Figure 4.9: Touching text character spotting system.

noise. In addition, the features are highly distinctive, which allows a single feature
to be correctly matched against a large database of features. SIFT feature usage for
object recognition involves two steps - (1) SIFT feature extraction and (2) Object
recognition.

Feature Extraction

Following are the major stages of computation used to generate the set of image
features.

Scale space extrema detection: Distinctive points are selected by identifying max-
ima/minima of the document image after convolving the image with a Difference-Of-
Gaussian (DOG) filter. This is done by convolving the image with Gaussian filters at
different scales and taking differences of the resultant images.

Key-point Localization: At each candidate location, a detailed model is fit to
determine location and scale. Keypoints are selected based on measures of their
stability. Once a candidate keypoint has been found by comparing a pixel to its
neighbors, a detailed step is performed using the neighbor data for location, scale,
and ratio of principal curvatures.

Orientation assignment: One or more orientations are assigned to each key-point
based on local image gradient directions. This method is used to incorporate rota-
tion invariance to the key-point. To determine a key-point orientation, a gradient
orientation histogram is computed in the neighborhood of the key-point.

Generation of key-point descriptor: The descriptor is meant to encode the key-
point and information about the neighboring points. The information is encoded
based on the local image gradients at these points. Once a keypoint orientation has
been selected, the feature descriptor is computed as a set of orientation histograms
on 4 × 4 pixel neighborhoods. Each histogram contains 8 bins. Thus the descriptor
obtained is a 128 (4 × 4 × 8) element descriptor.
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Object Recognition

Recognizing an object using SIFT can be performed using the following steps.
Key-point matching: Key-point matching is done by matching the key-point de-

scriptors from the test image with those of a template query image, using a nearest
neighbor approach. The nearest neighbor match is compared with the next (second
nearest) closest one to ensure that a match is only accepted if it is distinctive enough.

Hough Transform: The Generalized Hough Transform (GHT ) [Bal81] is used to
cluster key-point matches that are consistent with a single object hypothesis. Each
key-point is characterized by a 2D location, a scale and an orientation. Thus a 4
dimensional hough space is used for this purpose. Finally, a set of potential hypothesis
of the object in the test image is obtained using HT . An example of object recognition
is shown in Fig.4.10.

Figure 4.10: Example of object recognition with SIFT.

4.3.2 Generation of Text Character Prototypes

We generate universal character models for each character shapes using training data
which are collected from different graphical documents. Models are generated using
the angular information of contour pixels configuration and SVM classifier (see Chap-
ter 2). Next, the isolated components which were included in text components group
using CC analysis and skeleton information are fed to SVM classifier for recognition.
A prototype image of each character class will be used to detect other instances of
the same character.

For each component, we compute the recognition confidence for all character model
classes using SVM classification process and rank the confidence scores in descending
order. If we recognize a component with a very high accuracy, we accept it as a
good-shaped character. If the difference between the top two recognition scores of a
component is high, it is also considered as good-shaped character. The score difference
is selected based on experimental results. The components of low recognition accuracy
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are not considered as isolated components. In Fig.4.11, we show a portion of the text
layer of Fig.4.1 containing isolated characters and their recognition label. It is to be
noticed that, the character ‘n’ is identified as ‘u’ because of its shape similarity nature
in rotation invariant environment. Thus, given an ASCII character to search in the
document, we find the shapes used in that document corresponding to the ASCII
value using this approach. The isolated characters of each character label are ranked
according to the confidence value by classifier. Next, the character shapes which have
the highest ranking are selected as the representative characters.

Figure 4.11: A part of a map with their isolated character label shown in Red color.

Graphical documents may contain text characters of different fonts (for e.g. “Ar-
ial”, “Times New Roman”, etc.) or style (normal, italics) to annotate and give impor-
tance to find the location names present in the document. To learn on-the-fly the font
used in the document, different fonts are trained in SVM. It is to recognize variation
of style or font of characters. Thus, for each alpha-numeric text character value, the
system finds component shapes according to their font style. This representative text
character shape is used as templates to find other text character images that were not
extracted or recognize well due to touching or noise. Fig.4.12 shows two characters
‘R’ and ‘S’. These characters are selected using the highest recognition confidence
value.

4.3.3 Locating Similar Text Characters using SIFT

The character prototypes found above are used as query model to locate overlapped/
touching characters from graphical documents. SIFT is used to detect and describe
the local features in this context. For each text font model we find the local SIFT
features. As explained earlier, each SIFT feature is composed of four parts: the locus
(location in which the feature has been found), the scale, the orientation and the
descriptor. The descriptor is a vector of 128 dimension. Some examples of the key-
points using SIFT approach to two different text characters are shown in Fig.4.12. In
the figure, the line denotes the direction of dominant direction. The figure explains
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the different keypoint-feature descriptors corresponding to different text characters.
Next, SIFT is applied in the document comprising of rest of components and graphical
lines.

We reduce the search space in the document using skeleton analysis. According
to text and graphics feature, it is assumed that the length of character segment is
smaller compared to that of graphics. The skeleton segments having length ls larger
than Ttxt (Ttxt is computed from Eq.4.1) are chosen for elimination. The remaining
portions after removal of long segments are considered for potential regions of text
characters.

(a) (b)

Figure 4.12: (a) and (b) SIFT features of two text characters are shown. A circle
denotes the zone of corresponding descriptor.

Next, we search for text characters in the document using SIFT. We may find
many false alarms due to natural curvature of graphical lines. Since we estimated
the size of character using connected components analysis, different criteria based on
character size are used to reduce false positives in our work.

Usually, text character images are very small compared to graphical line segments.
So, the character images produce a set of SIFT keypoint descriptors, many of them
are for corner regions. These corner regions are not always distinctive to produce the
location of the character in the graphical document. Many corner regions exist other
than text character regions. To reject the keypoint descriptors which contain only
local corner regions, a size threshold is set to reject them. This filtering is done by
comparing the region of key-descriptor to the size of query character. A size threshold
(TK1) is chosen for this purpose. The value of threshold is selected as TK1 ≥ lq1/2,
where lq1 is the size of the query character. By this size threshold, the keypoints
which capture more than half regions of the text character are only accepted.

The document images may also contain many corner regions which produces many
false positive. For this purpose, the SIFT keypoints whose size are very small or
very large are not considered. The character size threshold (Ttxt) is used to remove
the keypoints which are larger in document. Very small keypoint-regions are also
discarded using a size threshold set up from experimental results.

Finally, the local SIFT features of each text character are matched with each
feature to the character SIFT features. The corresponding matching locations are
detected as probable zones of text characters. See Fig.4.13, where probable location
of two specific characters ‘R’ and ‘S’ are shown in the document. It is to be noticed
that we have located the characters ‘R’ and ‘S’ by our approach which were intersected
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by curve lines.

Figure 4.13: Matching result of SIFT features of text characters ‘R’ and ‘S’ in the
document image. Corresponding SIFT features are marked by different colors. Here,
red color indicates matching of character ‘R’ and blue color indicates matching of
character ‘S’.

4.4 Experimental Results

In this section we illustrate the performance of the proposed methods. As there exists
no standard database to evaluate text/graphics segmentation, we have used datasets
of graphical documents like maps, electrical diagrams, etc. These documents are
considered from real as well as synthetic data. Real data are collected from maps,
electrical diagrams, etc. These document images were digitized by a flatbed scanner
at 300 dpi. We have considered 20 different real geographical maps and 10 electrical
diagram images to test our method. They contain text characters of different scale
and orientation. These datasets are described in Appendix A.5.

We have also used one dataset of synthetic maps which are generated by Delalandre
et al. [DPV+08]. Arial font was used for annotation purpose in these maps. The
backgrounds (graphical lines, boundaries etc.) of these maps are taken from a few
real maps and the text words of country/river names are placed in the foreground
using a set of rules (See Appendix A.5.1 for more details). We show two different test
images of the same background in Fig.4.14. The graphical long lines i.e. geographical
borders and rivers shown in these maps are kept fixed. The text portions are randomly
placed and oriented to generate different synthetic documents. We have considered
10 synthetic maps from this dataset.

In these documents, graphical lines exist in both straight and curved ways. The
long lines are overlapped with text in many places. The character arrangements in the
text strings are of both linear and curvi-linear. In electrical drawings, the characters
are touched often due to printing or noise issue.

4.4.1 Performance of Text/Graphics Separation

To demonstrate the efficiency of the proposed method, experiments have been car-
ried out on real as well as synthetic datasets. To get an idea of our text/graphics
separation results in graphical documents, some of the images are shown in Fig.4.15.
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(a) (b)

Figure 4.14: (a) and (b) Two synthetic maps of the same graphical background but
different foreground.

It is to be noted that almost all text character components are extracted using our
approach. However, our algorithm produces false positives due to small dash-shaped
characters. For example, the dashed components are present in Fig.4.15(d). Most of
the errors occurred due to touching of character components with the graphical lines.
While removing the graphical lines, sometimes part of the graphical lines retains. In
Fig.4.15(d), the character ‘N’ in the word “MEDITERRANEAN SEA” is recovered
but some portion of graphical lines are also present. It was due to the splitting of the
segments at the intersection point of skeleton. In Fig.4.15(f), the character ‘g’ was
recovered although it was touched with the graphical circular boundary of a seal.

To evaluate the performance of the system with the retrieved text characters,
we use common ratio of precision (P ) and recall (R). The precision measures the
quality of the retrieval system in terms of the ability of the system to include only
relevant items in the result. For a given retrieval result, the precision measure P is
defined as the ratio between the number of relevant retrieved items and the number of
retrieved items. Whereas recall measures the effectiveness of the system in retrieving
the relevant items. The recall R is defined as the ratio between number of relevant
retrieved items to the total number of relevant items in the collection. Precision and
Recall are computed as follows.

P =
‖retrieved ∩ relevant‖

‖retrieved‖

R =
‖retrieved ∩ relevant‖

‖relevant‖
A quantitative evaluation of the method is also given in Table 4.2. The evaluation

is performed on studying 10 different documents from different documents including
electrical diagrams, map, etc. We have used recall measure of extracted text compo-
nents for the evaluation. We manually count the number of characters in the original
images. Next, we check the characters obtained using our approach. Most of the
errors in our approach are due to characters printed in reverse color of foreground
text layers. See Fig.4.16, where text information are printed in white color which we
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(a) (b)

(c) (d)

(e) (f)

Figure 4.15: Text components are separated from different graphical documents.
(b) Electrical diagrams from Fig.(a), (d) Map from Fig.(c) and (f) Seal document
from Fig.(e).

considered as background image. With our binarization algorithm, the text characters
from these background were not extracted properly.

From the experiment, we noted that, if a long line is not fully straight and it con-
tains sufficient straight portion, this straight part will be detected by Hough Trans-
form and will be removed leaving the other small parts. These small segments will
fall into isolated and touching character groups. Similar kind of errors occur for long
curve lines. In skeleton analysis, a curve line may not be fully removed if it encounters
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Table 4.2: Performance evaluation
Image Total Number Accuracy

of Characters (Recall)
1 251 248 (98.80%)
2 236 236 (100%)
3 318 303 (95.28%)
4 458 424 (92.58)
5 173 173 (100%)
6 185 184 (99.46%)
7 201 201 (100%)
8 362 326 (90.06%)
9 277 241 (87.00%)
10 180 180 (100%)

Figure 4.16: A document shows the printing of text characters in two different
modes of color: black and white.

many junctions with other lines in its path. This will result fragmentation of lines into
small segments and hence false alarms occur. We have checked the precision measure
of extracted text characters in these 10 images. The average precision of text char-
acter extraction is 71.56%. The lower performance is due to many false positives. In
our present work, grouping of dash-like components into text/symbol layer was not
considered. The use of context information may solve this problem. For example, the
isolated dashed components are likely to be of dashed lines if they are arranged in a
linear fashion.
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4.4.2 Performance of Text Character Spotting

We have considered 10 different real geographical maps to test our method. In these
documents, graphical long lines are overlapped with text in many places. Sometimes
text characters are broken into different components due to printing or noise issue.
We show some qualitative examples in Fig.4.17. In these image potions, different
characters ‘E’, ‘N’, ‘B’, and ‘w’ are searched respectively. Characters ‘E’, ‘N’, ‘B’ are
touched with graphical lines or other text characters.

From the experimental result, it is found that this approach can take care of
locating characters of arbitrary shape and orientation in graphical documents. Also,
it is observed that, our approach can find the locations of corresponding characters
with some false positives. These false positives can be removed by using text line
information described in Chapter 5.

(a) (b)

(c) (d)

Figure 4.17: Different characters are searched in images (a) Character ‘E’ (b)
Character ‘N’ (c) Character ‘B’ and (d) Character ‘w’.

In map documents from real datasets we noted that, there were total 68 characters
touching/overlapped with graphical lines. Using SIFT, we recovered 55 characters
with accuracy 80.88%. Characters like ‘L’, ‘t’, ‘f’, etc. were not detected properly,
due to their not-enough distinctive nature in real images.

4.5 Conclusion

In this chapter a combination of bottom-up and top-down approaches has been in-
vestigated in the context of text character extraction and localization in graphical
documents. Here, at first, we grouped the connected components present in the doc-
ument. CC analysis and skeleton information are used to identify text from graphics.
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Next, we have adapted SIFT in this application to locate text characters which are
touched/overlapped.

SIFT has been useful to find the probable locations of characters which are not
extracted properly due to white noise or overlapping with graphical lines. The local
text character model shapes are identified dynamically for each text character. Next,
the model shapes are used to locate the similar images in other areas of the graphical
image. This enables us to detect the text characters which are touched with graphical
lines on-the-fly. SIFT descriptor finds the possible locations of text characters. It is
appreciable that the other instances of text characters are detected using SIFT in
different poses such as scale and rotation.

Due to smaller size of character shapes and presence of linear segments in Latin
text characters, SIFT produces many false positives in documents. Adding size cri-
teria constraint in post-processing, number of false positives are reduced in our ap-
proach. The rest of the errors can be solved using context information i.e. the
positions of other characters from the string.

For OCR of graphical documents, it is important to group the text characters in
line as mentioned in Chapter 1. Also, context information is helpful for better text
information extraction in graphical documents. In the next chapter, we will discuss
about text line separation from documents containing multi-oriented and curvi-linear
lines.



Chapter 5

Text Line Extraction using
Background and Foreground
Information

In previous chapters, we have explained in detail about text character recognition
and extraction in graphical documents. For the OCR of such documents, we need
to extract individual text lines from the documents. In such documents, the text
lines are annotated in different orientations to illustrate locations or symbols. Ex-
traction of individual text lines from multi-oriented and/or curved text documents
is a difficult problem, as the text lines may not follow a single direction only. In this
chapter, we propose a novel method to extract individual text lines from such docu-
ment pages, and the method is based on the foreground and background information
of the characters of the text. To effectively utilize the background information, a
water reservoir concept is used here. The proposed method is validated by extensive
experiment using datasets of graphical documents (e.g. maps, electrical diagrams),
camera-based warped documents and noisy images containing seals etc.

5.1 Introduction

In graphical documents (e.g. maps, engineering drawings), artistic documents etc.,
there exist many printed text lines which are not parallel to each other. Here, the
text lines may be printed in several orientations (multi-oriented documents) or the
text lines may be curved in shape [BM95, DMS95a, HAT96, POYC01] as explained
in Chapter 1. For the OCR of such documents, the text lines in a document must be
segmented. This chapter deals with a novel technique to extract (segment) individual
text lines from such multi-oriented or curved nature of text in documents.

83
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5.1.1 Motivation

If a document image only contains horizontal and vertical text lines with broad inter-
line spacings, and if the shape of each text block in the document is represented by a
square or a simple combination of squares, the text lines can be extracted by a very
simple algorithm which is based on the iterative splitting of elements using global
projection profiles [NSV92]. However, the method using global projection profiles
cannot separate text blocks correctly if the text blocks have a complex shape or if
they make inroads into other elements.

Extraction of individual text lines from artistic or technical documents having
multi-oriented or curved text is a difficult problem. In graphical documents, the
components of text lines can be of different sizes and font styles. Again, the inter-
character distance varies time to time for annotation purpose. Examples of some
such documents are shown in Fig.5.1. In Fig.5.1(c), the inter character distance in
the word “OCEAN” of a map is different for annotation and it has different orientation
in different location to annotate the graphical lines.

5.1.2 Related Work

There are many techniques to extract text lines from single oriented documents
[LZT07], but the published work on extraction of multi-oriented and curved text
lines are few.

Li et al. [LZDJ08] proposed an approach for handwritten text-line segmentation
using level sets. Here, Gaussian filtering is used to estimate the probability density
function (PDF) of pixel values and then level sets are initialized on these high PDF
values. Growing and merging of level sets is then performed iteratively.

Goto and Aso [GA99] proposed a local linearity based method called Extended
Linear Segment Linking (ELSL). This is able to detect and extract text lines in
arbitrary orientations and curved text lines. In this method, a text line is treated as a
set of short linear segments, which has some advantageous properties, such as; being
tolerant of the local skew of the text line and being able to handle documents with a
complex layout.

In another method, proposed by Hones and Litcher [HL94], line anchors are first
found in the document image and then text lines are generated by expanding the
line anchors. These methods cannot handle variable sized text, which is the main
drawback of the methods.

O’Gorman proposed a method which can extract text blocks with a complex shape
[O’G93]. In this method, connected components of black pixels are first found in doc-
ument image, bounding boxes are created, and then the bounding boxes are connected
to each other to form text line candidates using k-th nearest neighbor clustering. How-
ever, methods based on the simple merging of bounding boxes require broad blank
spaces as separators between different text blocks. Thus, such a method cannot handle
documents in which text blocks are densely arranged.

Loo and Tan [LC02] proposed a method using irregular pyramids for text line
segmentation. This algorithm uses the inclusion of background information, concept
of “closeness”, density of a word region, majority “win” strategy and the directional
uniformity and continuity between words in a sentence.
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(a) (b)

(c) (d)

Figure 5.1: Examples of documents containing multi-oriented and curved text-lines.
(a) and (b) Text images from newspapers (c) Map image (d) Camera based warped
image.

Gatos et al. [GPN07] proposed an algorithm based on text line and word detection
for warped documents. Horizontal smoothening is done to combine characters into
words. Next, based on word rotation and translation according to upper and lower
word baselines, document is de-warped. To do this, words are selected in a top down
scanning fashion. For each word, neighboring connected components are searched.
The connected component with smallest distance is grouped with the selected word.
The same process is repeated until no nearest neighbor is found.

Bai et al. [BNS08] used a traditional perceptual grouping based algorithm for
extracting curved line from logos and slogans. Chains of connected components are
extended to the left and the right according to the local orientations of the text lines.

Recently, Bukhari et al. [BSB08] proposed a line segmentation approach for cam-
era based warped documents using active contour models. The segmentation tech-
nique uses several active contour models (baby snakes) and their convergence.

Pal and Roy [PR04] proposed a head-line based technique for multi-oriented and



86 TEXT LINE EXTRACTION

curved text lines extraction from Indian documents containing Bangla and Devnagari
scripts. Since the head-line feature is missing in English, this method cannot be used
for English line extraction.

In other work Pal et al. [PSC03] developed a system for English multi-oriented text
line extraction estimating the equation of the text line from the character information.
Main drawback of this method is that, it will not work for documents of curved text
lines.

In Table 5.1, we summarize the state-of-the-art approaches for text line extraction
methods. As discussed above, the main problems for segmentation of curved text
lines in graphical document images are high degrees of curve due to geometric and
annotative nature. Hough transform based text line detection methods [FK88] will
not be applicable in such documents due to curve-nature of text lines. Many previous
curved text lines segmentation techniques use either connected component itself or
its top-bottom points for text lines detection using nearest neighbor criteria [PR04,
BSB08, BNS08]. Considering top-bottom points of connected components of a text
line will not be useful in graphical document, because, text lines are not in horizontal
direction in maps always. Text lines are annotated in horizontal, vertical or even in
curvi-linear way according to the suitability. Use of irregular pyramids [LC02] may
also fail many times, as the inter-character spacing in words are not uniform always.

Table 5.1: Related work proposed on text line segmentation.

Method Key Feature in the Proposed Algorithm
Li et al. [LZDJ08] Level Sets

Goto and Aso [GA99] Extended Linear Segment Linking
Hones and Litcher [HL94] Line anchors

O’Gorman [O’G93] Nearest neighbor clustering of connected components
Loo and Tan [LC02] Irregular pyramid structure
Gatos et al. [GPN07] Upper and lower baselines of word

Bai et al. [BNS08] Local orientation
Bukhari et al. [BSB08] Active contour models

Pal and Roy [PR04] Head-line

5.1.3 Outline of the Approach

To handle documents of wide variations in terms of size, font, orientation, layout, etc.,
we propose a technique based on the foreground and background information of the
characters in text line. Most researchers focus their attention only on foreground com-
ponents and discard the background part (background part refers to those white areas
of a binary image surrounding the actual black foreground). Here, we demonstrate
how the background information can be utilized for multi-oriented line extraction.

The proposed approach is based on perceptual properties of text components. It
finds the sequence of text characters using size and spatial information, and later,
includes them in line according to the background information. Text is a sequence of
cavities following a regular distribution in a smooth path. These cavities/background
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information plays an important role in our proposed method and guides our algorithm
to extract individual lines from the documents containing multi-oriented and curved
text lines. We use the background portion obtained between two consecutive charac-
ters of a line. To get this background portion we apply the water reservoir concept.
Water reservoir is a metaphor to illustrate the cavity region of a component [PBC03].
The use of background information and its computation through the water reservoir
concept guides our proposed algorithm to segment text lines. In the proposed scheme,
at first, individual components are detected and grouped into 3-character clusters us-
ing their inter-component distance, size and positional information. Merging these
3-character clusters, a proximity graph is created to have larger clusters. Using inter-
character background information, orientations of the extreme characters of a larger
cluster are determined, and based on these orientations, two candidate regions are
formed from the cluster. Finally, with the help of these candidate regions, individual
lines are extracted.

The organization of the rest of the chapter is as follows. A brief discussion on water
reservoir concept used for line extraction is given in Section 5.2. The line extraction
procedure is detailed in Section 5.3. We demonstrate our proposed algorithm on a
variety of datasets including graphical documents and camera based documents in
Section 5.4. Conclusion and future work are presented in Section 5.5.

5.2 Water Reservoir Concept

The water reservoir principle, originally proposed by Pal et al. in [PBC03] is as
follows. If water is poured from a side of a component, the cavity regions of the
background portion of the component where water will be stored are considered as
reservoirs of the component. Some of the water reservoir principle based features used
in our proposed scheme are as follows.

• Top (Bottom) reservoir: By top (bottom) reservoirs of a component we mean
the reservoirs obtained when water is poured from the top (bottom) of the
component. A bottom reservoir of a component is visualized as a top reservoir
when water is poured from top after rotating the component by 180◦.

• Left (Right) reservoir: If water is poured from the left (right) side of a com-
ponent, the cavity regions of the component where water will be stored are
considered as left (right) reservoirs. A left (right) reservoir of a component is
visualized as a top reservoir when water is poured from the top after rotating
the component by 90◦ clockwise (anti-clockwise).

• Water reservoir area: The area of a reservoir is defined by the area of the
cavity region where water will be stored. The number of points (pixels) inside a
reservoir is computed and this number is considered as the area of the reservoir.

• Water flow level: The level from which water overflows from a reservoir is called
the water flow level of the reservoir (see Fig.5.2).

• Reservoir surface width: The width of the reservoir at the flow-level of the
reservoir is the reservoir surface width. In Fig.5.2, AC is the surface width of
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the reservoir.

• Mid-Point of water flow surface: This is defined as the mid-point of the reservoir
surface width. In Fig.5.2, M is the mid-point of the water flow surface.

• Height of a reservoir: By height of a reservoir, we mean the depth of water in
the reservoir.

These background regions based features obtained using the water reservoir concept
help our line extraction scheme.

Figure 5.2: A top water reservoir and its different features are shown. The water
reservoir is marked in grey.

5.3 Text Line Extraction

An English text line can be divided into 3 zones: upper zone, middle zone or busy
zone and lower zone. The busy zone for an English text line is the zone between the
mean-line and the base-line as shown in Fig.5.3(a). Busy zone is shown for curve line
in Fig.5.3(b). This height information is important for the line extraction algorithm.
It is used in our approach to determine the search zone (explained later) for the
multi-oriented text line extraction.

In our line detection algorithm, we assumed that the inter-character distance in
a word of a line is smaller than the distance of this line from its neighbouring lines.
The proposed line detection process is divided into 4 steps. These steps are

1. Initial 3-character clustering.

2. Grouping of 3-character clusters to form larger cluster.

3. Candidate point selection of large clusters and

4. Extension of large clusters for line extraction.

The flow chart of text line segmentation is given in Fig.5.4. The main part of the line
segmentation approach is illustrated within the dashed rectangle. In the following
sections, we detail each step.
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(a)

(b)

Figure 5.3: Different parts of a text line shown in (a) straight line and (b) curve
line.

5.3.1 Initial 3-Character Clustering

For character clustering, at first, component labeling is performed. Let, V Ci be the
center of minimum enclosing circle (MEC) of the component Ci. The size (lCi) of Ci
is computed from the radius of MEC of the component.

For each component (say, C1) we find two nearest components using a boundary-
growing algorithm (discussed later). Let the two nearest components of C1 be C2

and C3. The components C1, C2 and C3 will form a valid 3-character cluster if they
satisfy the following:

1. Similar in size and

2. Locally linear

The size similarity is tested based on the components’ sizes. The component C1

will be similar in size to its neighbor component C2, if

lC2/1.5 ≤ lC1 ≤ 1.5× lC2

Local linearity is tested based on the angular information of V C1 , V C2 and V C3 .
If the angle ∠V C2 V C1 V C3 formed by the points V C2 , V C1 and V C3 is greater than Tang
then we assume these 3 components are linear in nature. Tang (150◦ ≤ Tang ≤ 180◦)
is empirically chosen from experimental results.

Initial 3-character clustering of the image Fig.5.5(a) is shown in Fig.5.5(b). Each
of these 3-character clusters is marked by circular ring. From the figure, it is to be
noted, there is no cluster among the components (o-p-e) and (r-l-i) because they fail
to satisfy the angular criteria. The clusters (r-s-C), (s-C-r) and (n-g-R) are not formed
because the inter-character spacing is large.
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Figure 5.4: Flow chart of our approach for curved line extraction

(a) (b) (c)

Figure 5.5: (a) Image shows different words from a map. (b) Initial clusters are
marked by grey circular rings. (c) Large clusters are shown by a grey line.

Boundary growing is performed as follows. The external contour points of each
character component are detected by a contour tracing algorithm. These contour
points are expanded outwards iteratively by one pixel (8 pixel neighbor configuration)
for boundary growing. Number of iterations to find nearest components is decided
considering the size of the characters of the word. It is decided as IC = q × lC . The
multiple factor q is selected based on the type of dataset. In text documents, q is
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set to 4. If document contains graphical lines, the value of q is set to 6. Here, text
characters are more sparse compared to normal text documents. These values are set
by the experiment. If a character component does not touch other components after
IC iterations of boundary growing, then no neighbor is considered to be found for the
character.

5.3.2 Grouping of Initial Clusters

From the initial clustering, several 3-character clusters are obtained which will be
grouped together by growing. From the second text-line of Fig.5.5(b), we have differ-
ent 3-character clusters such as (D-a-r), (a-r-l), (l-i-n) and (i-n-g). A graph analysis
is performed to grow these clusters. A graph (Gcl) is initialized with all these com-
ponents of different clusters, where components of all the clusters are considered as
nodes. An edge between two component nodes is added if they are from the same
initial cluster.

Sometimes, by adding edges in such a way, a node may have 3 or more edges. This
situation occurs when two or more text-lines cross each other or they are very close.
The nodes having 3 or more edges are not considered in this step. For illustration, see
Fig.5.6. Here, the character ‘h’ of the word ‘Algorithm’ has two neighbors ‘t’ and ‘m’
from this word. Similarly, the character ‘s’ of word ‘analysis’ has neighbors ‘i’ from
this word and ‘h’ from the word ‘Algorithm’. After grouping into initial clusters, ‘h’
will have 3 edges which are connected to its 3 neighbors (‘h-t’, ‘h-m’ and ‘h-s’). This
node ‘h’ is marked for removal and is not considered for initial cluster grouping, since
it may generate erroneous results in line extraction.

Figure 5.6: Example of text when a character may have 3 neighbors. Here, the
character ‘h’ has 3 neighbouring characters ‘t’, ‘m’ and ‘s’.

The angle of each node (of degree 2) is calculated with respect to two connected
nodes. If the angle is less than Tang, this node is also marked for removal. For
example, in Fig.5.5(c), the component ‘l’ of (D,a,r,l,i,n,g) does not satisfy the angle
criterion with its neighbor components ‘r’ and ‘i’.

Thus, if for a node, either number of edges is greater than 2 or its angle with
neighbor characters is less than Tang (explained earlier), then the node is removed
and all the edges of the corresponding node are deleted from Gcl. Thus, local linearity
criterion between each of 3 character clusters is validated. Because of removal of some



92 TEXT LINE EXTRACTION

edges from the graph, Gcl will be split into sub-graphs or a set of components. In each
of these sets, we will have a chain of components which are locally linear. In other
words, paths of characters are searched in the graph according to piecewise linearity
criterion. Each sub-graph is considered as a large cluster.

These large clusters represent different parts of text lines. These clusters are grown
to merge other clusters in the same text line. Since, the clusters in the same line can
be in different orientations, we use the cluster growing in local curvi-linear direction.
The continuation path of each cluster is followed by extending two extreme sides of
the cluster. Hence, the orientation of the extension is computed from the extreme
characters of the cluster group. For this extension purpose, we select candidate points
from both ends of each cluster to follow the orientation. The selection of candidate
points and the extension of the cluster are described in the following.

5.3.3 Candidate Point Selection

Using inter-character background information, we decide the orientation of the ex-
treme characters of a cluster group. For each cluster group we find one pair of char-
acters from both of the two extreme sides of the cluster. Let, ‘NG’ and ‘IN’ be two
such pairs of extreme characters of a cluster group and these pairs are shown in the
1st row of Fig.5.7. To find background information, the water reservoir concept is
used. To do so, first convex hull of each character is found (a convex hull is shown in
the 2nd row of Fig.5.7) and this is done to fill up the cavity regions of the character,
if any. Next the resultant components are joined (shown in 3rd row of Fig.5.7) by a
straight line through their center of MEC (Minimum Enclosing Circle). This joining
is performed to make the character pair into a single component to find the water
reservoir in the background part between them.

Subsequently, the water reservoir area of this joined character is computed in 8
directions at 45◦ intervals as shown in Fig.5.8. Computation of the water reservoir
when water is poured in the DW

7 (DW
3 ) direction is equivalent to the computation

of top (bottom) reservoir. The areas of water reservoirs in direction DW
3 and its

opposite direction DW
7 are added to get the total background area with respect to

the orientation DW
3 DW

7 . This is done for other orientations DW
1 DW

5 , DW
2 DW

6 and
DW

4 DW
8 . The orientation in which the maximum area is found, is detected and water

flow-lines of the corresponding reservoirs are computed. The mid-points of the water
flow-lines of the two reservoirs are the candidate points. For illustration, see the last
four rows of Fig.5.7, where water reservoirs in four orientations (DW

1 DW
5 , DW

2 DW
6 ,

DW
3 DW

7 and DW
4 DW

8 ) are shown. From the figure, it can be noted that, the maximum
reservoir area is found for the pair ‘NG’ in DW

3 DW
7 (top-bottom) directions whereas

for the pair ‘IN’, the maximum reservoir area is obtained in the DW
1 DW

5 (left-right)
direction. This is because of the different orientations of these two extreme pairs of
the cluster “INTRODUCING”.

For a pair, we get two candidate points and an orientation. The candidate points
of the character pairs ‘NG’ and ‘IN’ are shown in Fig.5.9. The orientation is obtained
from the directions in which we get a maximum reservoir. For example, if we get a
maximum reservoir area in the DW

3 and DW
7 directions, then DW

3 DW
7 is the orienta-

tion. This orientation represents the direction of the extreme characters of a cluster,
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and it helps us to extend the cluster group for text line extraction. Generally, cluster
groups should be extended in perpendicular to this orientation to obtain its neigh-
bouring clusters of a text line. We also compute the distance between two candidate
points and this distance gives the height information of the busy zone of the text line.

Figure 5.7: Water reservoir computation is shown on two pairs of characters. The
convex hull is marked by red color and the water reservoir area is marked by grey.

5.3.4 Extension of Cluster Groups

For each extreme character pair of a cluster group, we can know its candidate points
and orientation. Let two candidate points of one extreme side of a cluster be M1

cl

and M2
cl and the oriented direction be Dcl. The distance between M1

clM
2
cl is noted

and this distance is called height info (HI). We find a line which is perpendicular to
Dcl and passing through the mid-point of M1

cl and M2
cl. Let this line be XY and we

call it the estimated line of extension. Note that, this line is detected based on the
information of the extreme characters of a cluster and as a result, our line extraction
scheme gives good results. Now, the line XY is extended in an outward direction until
it reaches the bounding box of the cluster group. The point where the extended line
meets the bounding box is noted and we call it a key point. This is done for the other
parts of the other extreme sides of the cluster and we detect another key-point. So,



94 TEXT LINE EXTRACTION

Figure 5.8: Directions of water reservoir computation.

Figure 5.9: Candidate points are marked by dot.

for a cluster we have two key-points. Key points of the cluster “INTRODUCING”
are shown in Fig.5.10(c) and marked by Kcl.

Now, for each extreme side of a cluster we have the following: (a) estimated
equation of the line of extension and (b) a key-point (Kcl). For cluster extension
to extract a line, we generate a candidate region for each key point of a cluster.
Candidate region generation is performed as follows.

Generation of candidate regions

Estimated equation of line of extension is extended up to a distance TR = q×HI in the
outwards direction from the key point Kcl. The path obtained during this extension
is called as extended candidate path of Kcl of the cluster. The value of q is discussed
in Section 5.3.1. A rectangular mask of length q×HI and width of HI is placed on the
extended candidate path in such a way that the mask will be divided into two halves
by the extended candidate path. This region of the rectangular mask is considered
as the candidate region of the cluster for the key point Kcl. In a similar way, the
candidate region of the cluster for the other key point is computed. Candidate regions
for two key points of a cluster “INTRODUCING” are shown in Fig.5.10(c) and they
are marked by dashed line.

The reason to choose a TR equal to q×HI is as follows. In printed text HI generally
represents the busy-zone height of a text line. So, if we assume TR as q×HI it is most



5.4. Experimental Results 95

likely that a part of the neighboring cluster will fall in one of the candidate regions
of the current cluster. Using the candidate regions, lines are extracted.

Line Extraction

Candidate regions are used for line extraction and line extraction is performed as
follows. Let US be the set of candidate clusters and isolated characters of an input
image. We use a bottom-up approach for line extraction and the approach is as
follows. First, an arbitrary cluster (say, topmost left cluster) is chosen from US and a
line-group Lg is formed using this cluster. Two candidate regions are detected from
this cluster. For each line-group we maintain two candidate regions (CR): left and
right CR. Next, we check whether there exists any extreme characters of a cluster or
individual component whose portion falls in these CRs of the line-group. From US ,
we get a cluster Cl of which an end character falls in CR. If the orientation of that
end character of Cl and that of corresponding CR is similar and their corresponding
HI are also similar, then we include it in Lg. The candidate regions of Cl are noted
and the CRs are modified accordingly. The CRs are modified as follows. If the right
(left) candidate region of Cl falls in the left (right) CR of Lg then the left (right)
candidate region of Cl is assigned as left (right) CR of Lg. Sometimes a portion of
some isolated characters of may also fall in the CRs. We also include such isolated
characters in Lg. If a portion of an isolated component falls in any CR of Lg, the
component will be selected to join the line-group Lg, if the size similarity and linearity
condition discussed in Section 5.3.1 are satisfied. If an isolated character is included
in Lg, then the corresponding CR is updated considering the included character as
the extreme character of the line-group. The extension of this line-group continues
as both sides, till it does not find any component or cluster in any CR or it reaches
the border of the image. Algorithmic steps of the extension of clustering group of the
proposed scheme are given in Algorithm 2.

Components clustered into a single line-group are the members of a single text
line. To get other text lines we follow the same steps and finally we get NT number
of line-groups if there are NT text lines in a document. In pre-processing of line
extraction, small symbol components (‘.’, ‘,’ etc.) and background noise were filtered
out based on their aspect ratio and pixel density. The isolated symbols are later
restored after line extraction according to the proximity relation. To include these
isolated components in the line-group of their respective text lines we use a boundary
growing technique explained (See Section 5.3.1). An isolated component is grown
along its border until it touches any component of a line. The isolated component
is included within the line, which it touches first. The whole process is described in
Fig.5.11.

5.4 Experimental Results

For the experimentation of the present work, we considered data from different sources
e.g., maps, newspapers, magazines, seal documents, etc. as well as synthetic data gen-
erated through the computer. The datasets and the metric for performance evaluation
are discussed in the following sub-sections.
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(a)

(b)

(c)

Figure 5.10: Example of candidate region detection from a cluster. (a) Two clusters
“INTRODUCING” and “Card” are shown. (b) Candidate points of the two extreme
pairs of characters for the cluster ”INTRODUCING” are shown. (c) Key points and
candidate regions of cluster “INTRODUCING” are shown. Key points are marked
by ‘Kcl’. The candidate region is marked by dashed-line box.

Metric used for Experiment

To check visually whether a text line is extracted correctly or not, we render all
components that are clustered in an individual line by a single color. The color of
different text lines is selected with a random function generator. To give an idea
about different ranges of accuracy of the system on different types of documents, we
divide the accuracy into three categories: (a) 100% (b) 95-99.9% and (c) ≤ 95%.
The accuracy of the line extraction module is measured according to the following
rule. If out of NC components of a line, MC components are extracted in favor of
that line by our scheme, then the accuracy for that line is (MC × 100)NC%. So if all
components of a text line are extracted correctly by the proposed algorithm, we say
that the accuracy of the line is 100%. Different datasets, used in our experiment and
their results are discussed as follows.
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Algorithm 2 Extension of cluster group (Gc).
Step 1: Let M1

cl and M2
cl be the candidate points for one extreme side of a cluster

(Gc) and Dcl be the orientation of line obtained by joining M1
cl and M2

cl. Let HI
be the distance between M1

cl and M2
cl. An equation XY is estimated perpendicular

to Dcl and passing through the mid-point of M1
cl and M2

cl.
Step 2: The intersection point of XY and bounding box of Gc is detected to find
the Key-Point (Kcl) as shown in Fig.5.10(c).
XY is extended up to length TR = q × HI in the outwards direction from the
key point Kcl, q is the multiplying factor of neighbor search area to get candidate
region.
Step 3: A Candidate Region (CR) of rectangular size (TR×HI) is considered at
Kcl as shown in Fig.5.10(c).
Step 4: If extreme character of another cluster falls in CR and the orientation of
the candidate points of the cluster is also similar to the orientation of Dcl of Gc,
then the cluster is included with Gc. Instead of a cluster, if an isolated character
falls in CR, then it is also included in Gc. Update Gc to get new M1

cl, M
2
cl and

Dcl from the resultant cluster. If no cluster is found to include with Gc then ‘exit’.
Else goto Step 1.

5.4.1 Text Documents

Our first experiment includes degraded text documents where text lines are in hor-
izontal directions. In this scanned dataset, the text lines are parallel to each other.
Due to degradation, characters in text-lines are broken sometimes. We considered 50
such documents to test. Some of the results of text line separation in such images are
shown in Fig.5.12. Detailed performance accuracy is given in Fig.5.20.

5.4.2 Warped Documents

Camera-captured document images due to its unconstrained hand-held, usually con-
tain several types of degradations which are not common in scanned images, like
perspective and geometric distortions. Thus, camera-captured document images con-
tain non-straight text lines with high-degrees of curve in different directions. These
warped document images reduce human readability as well as OCR accuracy when
traditional OCR engines developed for scanned documents are used (See Appendix
A.3 for details).

From this dataset, we considered 30 images containing text data. Some of them
include graphical diagrams also. As our system can take care of graphical diagrams, we
used these documents without any other pre-processing and evaluated our approach
on these documents. Some of the results of curve text line separation are shown in
Fig.5.13.
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(a)

(b)

(c)

(d)

Figure 5.11: Different steps of our proposed algorithm are shown with a given
camera based warped document shown in (a). (b) Large clusters. (c) Large clusters
are merged to form text lines using water reservoir concept. (d) Other punctua-
tions/small components are included in their respective text lines.

5.4.3 Graphical Documents

We have considered geographical maps and electrical diagram images to test our
method. There are total 20 maps and 6 electrical diagrams considered. Images were
digitized by a flatbed scanner at 300 dpi. The synthetic maps are also included (See
Appendix A.5.1 for more details). These images contain text lines of different scale
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(a) (b)

Figure 5.12: (a) and (b) Normal text document.

(a) (b)

Figure 5.13: (a) and (b) Camera-based warped text documents.

and orientation. Some real geographical maps are selected from historical archive.
See Fig.5.14, where a portion of the document is shown. These images contain text
printed in dark color compared to the background.

Text Layer Extraction from Color Image: To obtain the text layer from color
image, we get foreground information by converting the color image to a gray-level one
and apply a threshold to this image for segmenting. The conversion to gray level is
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performed by transforming the RGB color model to YIQ model, where the luminance
channel (Y) represents the gray-level image. It is achieved by the conversion equation,

Y = 0.299×R+ 0.587×G+ 0.114×B

Figure 5.14: A real historical map showing its curvi-linear text lines in a zoomed
window.

Next, by applying an adaptive threshold to the gray image (implemented in
OpenCV1), we separate the foreground region. In maps, long graphical lines touch
with text characters in some places. To extract these text character components, a
simple heuristic based on connected component analysis is applied to remove long
components. This is discussed in Chapter 4 (Section 4.2). The resultant image of
text characters is fed to our system for line segmentation.

Due to connected component based analysis, some text components that are
touched by graphical lines may be removed. Thus, all text characters may not be
extracted using this method. Also, some small graphical objects which are not text
components appear in the document. To get an idea of our text line extraction results
in graphical documents, some of the images are shown in Fig.5.15.

Most of the errors in graphical documents occurred due to missing of character
components in their corresponding lines. It is noticed that, if some characters are in
middle of a word, then our algorithm can extract the rest of the characters and group
them in a single line. For example in Fig.5.15(b) the word “MEDITERRA EAN
SEA” is recovered though some of its characters like ‘N’ in the middle are missing.
Using some post-processing steps such as top-bottom line fitting of the text-line, the
missing characters of the words could be found. We get some false positives in maps
due to the presence of small components (non-text) in a line. In the electrical diagram
dataset, the errors occurred when words were located very close together. As we are
not considering the graphical information which is separated from the text portion,
the boundary/box information of the text is ignored. Due to this reason, the words
from different text blocks are sometimes combined together.

1www.intel.com/research/mrl/research/opencv/
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(a) (b)

Figure 5.15: (a) and (b) Text lines from two different maps are shown.

Figure 5.16: Extracted text lines from electrical diagram.

5.4.4 Seal Documents

For experiment with real noisy data, documents containing seals were considered.
These were collected mainly from historical archive. In these documents, text lines
are in different orientations and they overlap with seal many times. The documents
were digitized by a flatbed scanner at 200 dpi. In these documents, the characters
are frequently touching due to background noise, which creates problems for the
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extraction of isolated text characters (See Appendix A.5.3 for details).
We tested a database of 50 documents containing seals of English characters. Some

of the results are shown in Fig.5.17 and Fig.5.18. Fig.5.17 demonstrates the text line
extraction in portion of seal documents. In Fig.5.18, we show the separate lines in
isolated seal images. In seal dataset, text line segmentation is affected mainly due
to broken text components in the seal and the presence of long graphical lines over
text regions. Hence, the accuracy is low compared to other datasets. Many text
lines are over segmented and could not be joined together with the proposed system.
Sometimes, errors occurred when a cluster end is very close to another cluster, which
is a member of a different text line.

(a) (b)

Figure 5.17: Part of seal documents.

(a) (b) (c) (d)

Figure 5.18: Isolated seal symbols.

5.4.5 Direction Sign Boards

Our next experiment includes camera-based scenes containing direction signs. The
images are captured in color tone with 3 mega pixel digital camera. The images
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are captured in such a way, that the text lines in the direction board are in affine
transform (See Appendix A.4 for details). We have considered 10 different direction
boards for this experiment.

To obtain the text image, we get foreground text layer by converting the color
image to a gray-level one and applying an adaptive threshold to this image (See
Section 5.4.3). As our system does not include any algorithm to remove scene portions
from the image, we have many false positives due to their presence. We show some
results in the following. When a text line is composed of two characters only (e.g.
“30” in Fig.5.19(c)), our approach can not extract them. It is due to the assumption
that there will be at least 3 characters in each line. And our initial character clustering
step fails to use them. It is to be noted that in Fig.5.19(d)-(e)-(f) we have shown our
line segmentation approach in 3 different affine transformations of a natural scene
image of Fig.5.19(c).

5.4.6 Discussion and Error Analysis

The digitized images may contain spurious noise points, small break points and ir-
regularities on the boundary of the characters leading to undesired effects on the
system. Since our method is based on cavity, our method may not work if there is a
broken part in the character. In this case, neighborhood component selection will not
be proper due to the mismatch in size similarity feature. Hence, direction from the
water reservoir concept cannot determine the candidate region properly and errors
occur. Hence we used a method to join the broken parts using the algorithm due to
Roy et al. [RPC04]. If there is a small broken part in the component this algorithm
can join the broken part and our proposed method work well.

We show in Fig.5.20, the text line segmentation accuracy in different datasets
used in our experiment. In the datasets of normal scanned text documents, the text
lines are segmented very well. In CBDAR dataset, the warped lines are segmented
properly and separated from graphical portions if they exist. The orientation of
text line information can be useful in future for de-warping the document. In maps,
when the characters of a word are distantly spaced, then our line extraction method
sometimes fails to join the cluster ends due to threshold selection. In direction board
images, we have got many false positives due to improper foreground extraction from
color scene image. A proper color segmentation scheme and text layer separation
approach would help to improve the performance.

5.5 Conclusion

We have presented a new approach for text line segmentation. A key characteristic of
our approach is the use of foreground and background information. The background
information is taken care using water reservoir approach which guides our approach
to follow the text line. The approach is based on perceptual laws of text characters
in a line and it is easy to apply.

We have demonstrated our approach of invariance towards rotation, scale, affine
to real world images. We demonstrated the robustness of this approach using different
datasets with high degree of curvi-linearity. For this purpose, we considered camera
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(a) (b)

(c) (d)

(e) (f)

Figure 5.19: Two direction signs in (a) at a distance apart showing distinct text
lines in (b). A direction board (c) and its 3 different affine transformed images are
shown in (d), (e) and (f).
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Figure 5.20: Text line segmentation accuracy of our proposed method from different
documents.

based documents, graphical documents (map, electrical diagram) and seal documents.
Our experimental results show that the approach can be used without de-warping or
rotating the documents. One of the significant advantages of the proposed method is
its flexibility. Our scheme is independent of font, size and style of the text characters.

Till this point, we have presented techniques to extract text information from
graphical documents. In the next chapters, we will present two different approaches
of graphical document retrievals. These approaches work based on user query namely:
textual word and seal. In the next chapter, the document retrieval methodology based
on user query word will be discussed.
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Chapter 6

Query Driven Word Retrieval in
Graphical Documents

In Chapter 5, we presented an approach for text line extraction using foreground
/background information. In this chapter, we move one step forward and search
graphical words on the fly by segmenting and validating them at the same time.
The proposed approach uses recognition results of individual components to form
character pairs with the neighboring components. An indexing scheme is designed
to store the spatial description of components and to access them efficiently. Given
a query text word (ASCII/unicode format), the character pairs present in it are
searched in the document. Next the retrieved character pairs are linked sequentially
to form character string. Dynamic programming is applied to find different instances
of query words. A string edit distance is used here to match the query word as the
objective function. Experimental results show that, the method is efficient to locate
a query word from multi-oriented text in graphical documents.

6.1 Introduction

In the last chapters, we have studied different state-of-the-art approaches for differ-
ent modules of graphical document interpretation. We have also presented different
algorithms towards the analysis and segmentation of text information in graphical
documents of multi-scale and multi-orientation environment. For the interpretation
of graphical documents, text characters are separated and recognized. To include
those characters in text lines, we have used perceptual rules. In this chapter, we
tackle this problem with a different approach. Here, we move one step forward and
search graphical words on the fly by segmenting and validating them at the same
time.

As discussed in Chapter 1, with the rapid progress of research in document image
analysis and understanding many applications are coming up to manage the paper
documents in electronic form to facilitate indexing, viewing, extracting the intended
portions, etc. These applications include documents that to be digitized and stored in
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a database. In machine readable documents searching, the retrieval of documents is
performed according to user queries which consist of collection of words. The records
in documents are indexed with the traditional Optical Character Recognition (OCR)
techniques which recognize character-by-character.

In an attempt to avoid the tedious process of scanning and OCR involved in
obtaining testing collection, word spotting looks for different instances of the query
image in document. In word spotting, given a single instance of a query word image,
the system has to return a ranked list of segmented locations where the queried word
is probable to be found. Here, the segmentation and ranking are performed using a
matching process between query and target images by image based features. When
a query word is given in textual format, such word is converted to image format and
spotting is done accordingly. For this purpose, the textual query is translated into one
or more word images (using different fonts/noise models) and later features from each
of these images are compared with target images for retrieval [MMS03]. In graphical
documents, this methodology may not be applicable, because characters may present
in different fonts in a single document and their inter-character spacing is not known
a priori. Also, due to curvi-linearity of the characters in a word, generation of such
synthetic words may not be possible. Using symbolic encoding of text characters
in such documents and then use of approximate string matching [Tak01] of such
character group can be a good strategy to view ranking queries in such unstructured
documents.

6.1.1 Motivation

As explained in previous chapters, the text characters appear in graphic rich doc-
uments along with graphical objects such as engineering drawings, boundary lines,
rivers, etc. The interpretation of graphical documents does not only require the
recognition of graphical parts but the detection and recognition of multi-oriented
text characters and strings.

In graphical documents, text lines appear frequently in different orientations other
than the usual horizontal directions. Sometimes, the text lines are curvi-linear. The
purpose of such orientation and curvi-linearity is to annotate the location of graphical
objects. Thus, the inter-character spacing differs according to annotation style. The
OCR systems available commercially can not be applied in handling them. The
problem for detection and recognition of such text strings is many-folded. Hence, the
recognition of character strings/words in such document is difficult due to the usage of
multi-oriented and multi-scale environment. We show a portion of map in Fig.6.1 to
illustrate the problems. It can be seen from Fig.6.1, the string “Mahabharat Lekh” is
oriented in different directions in two different instances. In another word “INDIA”,
it can be seen that the inter-character spacing is much larger compared to that in
other words.

6.1.2 Related Work

The presence of graphical objects (such as long lines) and their overlapping with text
strings sometimes make text information retrieval difficult. Indexing of words in such
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Figure 6.1: Example of a map shows different orientation of a string “Mahabharat
Lekh”. The strings are marked by box. Another string “INDIA” which demonstrates
the inter-character spacing variation, is marked by a rectangular box.

documents needs to take care of text/graphics separation and to handle curvi-linear
strings.

Deseilligny et al. [DMS95b] proposed an algorithm based on dynamic program-
ming which enables to construct optimal strings by using constraints on orientation
homogeneity. A systematic connected-character search is employed at each extremity
of detected strings. This searching is done to find a character with the similar orien-
tation. Furthermore, it requires precise information about the font used during the
drawing process.

Leyk et al. [LBW06] developed a multi-step recognition process for extracting
compound forest cover information from manually produced scanned historical topo-
graphic maps. Based on salient features in the images, different steps like, character
recognition, graphical line detection and structural analysis of forest symbols are car-
ried out. The text characters are considered here in horizontal direction.

As we presented already in previous chapters, there are many works in different
sub-stages towards graphical document retrieval system.

Algorithm due to Fletcher and Kasturi [FK88] used simple heuristics based on
the characteristics of text characters for text/graphics separation. Directional math-
ematical morphology approach has been used by Luo et al. [LAD95] for separation
of character strings from maps. Tan et al. [TN98] illustrates a system using Pyramid
structure.

For the recognition purpose of multi-oriented characters from engineering draw-
ings, Adam et al. [AOC+00] used Fourier Mellin Transform. Parametric eigen-space
method is used by Hase et al. [HSYS03]. Xie and Kobayashi [XK91] proposed a
system for multi-oriented English numeral recognition based on angular patterns.

Goto and Aso [GA99] proposed a local linearity based method to detect text lines
in English and Chinese documents. Hones and Litcher [HL94] finds line anchors in the
document image and then text lines are generated by expanding the line anchors. Loo
and Tan [LC02] proposed a method using irregular pyramid for text line segmentation
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in such documents.
But, there are not many published work with a complete system which can deal

with word searching in graphical documents. Most of these existing work [DMS95b,
AOC+00] proposed in the literature considered a fixed set of document with a single
font of characters for their experiment. Detection and retrieval of curvi-linear word
in such complex documents are not discussed. One of the main reasons could be
the complexity, which grows incrementally from character segmentation to text word
retrieval.

6.1.3 Outline of the Approach

The main contribution of this chapter is to present a word indexing architecture
in graphical documents to facilitate searching of query word which can take care
overlapping/touching cases. We use the spatial information of labeled connected
components as the high level descriptors. A generic architecture is proposed to index
such spatial information. Given a query text, the system extracts positional knowledge
from the query and use the same to search the possible zones to generate hypothesis.
These hypotheses are further reduced to find the probable locations of a word. Spatial
arrangement of character components drives our system to locate text word in such
non-structured environment. The system works on multi-scale and multi-rotation
environment.

We label the connected components of a document as alpha-numeric text char-
acters. For each component (text character) we find its n-nearest neighbors. The
locations of all character pairs are stored in a character pair table. Given a query
word, the code information is used to locate the hypothesis. The query is split into
sequence of pairs of characters. From the character pair table, we find the locations
of all character pairs in the documents. Next, a dynamic programming algorithm is
applied to find possible combination of words by joining the character pairs. String
edit distance is used to match the query word as the objective function.

The rest of the chapter is organized as follows. In Section 6.2, we describe the
indexing of spatial representation of character components. The word retrieval process
is detailed in Section 6.3. The experimental results are presented in Section 6.4.
Finally, conclusion is given in Section 6.5.

6.2 Indexing of Character Components

The architecture of our word retrieval system in graphical documents is based on CC
labelled as text characters. Again, text characters are too local and very generic to be
used for matching primitives. Due to natural spatial arrangement of text characters
among them, we characterize the connected component information in the document
based on their spatial arrangement among each other. These spatial information are
indexed efficiently to access them later. In Chapter 2, we have detailed about isolated
character recognition. Labelling of individual characters in multi-scale and multi-
orientation environment is used for word retrieval process in graphical documents.
The architecture of component indexing is described as follows.
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6.2.1 Component Neighborhood and Pairing

To represent the spatial arrangement, the components are grouped in a list of com-
ponent pair. A component forms character pair with each of the components selected
from its neighbor. These component pairs are selected based on their proximity and
size similarity. Each component is associated to its n-nearest components which are
nearest from its boundary. The neighbor components are decided using boundary
growing algorithm from the boundary of the corresponding component (See Chapter
5 (Section 5.3.1)).

For the size similarity, at first the size (lCi) of individual components (Ci) is
computed. The size (lCi) is computed from the radius of the MEC of the component.
The size similarity between two components is tested based on the components’ sizes
[CK09]. A component C1 will be similar in size to its neighbor component C2 if Eq.6.1
is satisfied.

lC2/1.5 ≤ lC1 ≤ 1.5× lC2 (6.1)

These components pairs are stored after removing duplicity. To do so, a graph
data-structure is used. Formally, a proximity graph Gp = (V,E) is created for these
component pairs (here V = vertex and E = edges). An edge, eij ∈ E is formed by
component pair (Ci, Cj) if, components Ci and Cj are neighbor. See Fig.6.2(a), where
the n-neighbor (n = 4) components of ‘A’ are shown by joining it with its neighbors
‘L’,‘N’,‘T’ and ‘T’ (according to distance).

6.2.2 Indexing by Character Pair

The spatial feature of each character pair is encoded and recorded in a table called
Character Pair table or CP-table. Encoded spatial feature is indexed using the compo-
nent pair’s recognition labels (ASCII/unicode value) which is performed by character
classifier process. Let, Li denotes the ASCII/unicode label of character component
Ci. The character labels of each component pair are used to obtain the index key
(ΦW ). A 2-dimensional Look-Up-Table (LUT) may be used to find ΦW from each
pair of character components’ ASCII/unicode values (Li, Lj) as shown by Eq.6.2.

ΦWij = (Li, Lj) (6.2)

The size of LUT depends on the total number of recognition labels used in the
experiment. CP-table contains the spatial information of each character pair. The
spatial information is encoded by distance, angle and location of the component pairs.
We compute the CG (center of gravity) of each component for this purpose. These
attributes are described as follows.

1. Distance: Let, V Ci be the center of MEC of the component Ci. The distance
(see, ‘d’ in Fig.6.2(b)) of component pair Ci and Cj is defined by Euclidean
distance dij between their CGs.

2. Angle: The angle (αij) of line joining V Ci and V Cj with respect to x-axis is
considered to take care of direction. See, ‘α’ in Fig.6.2(b)).

3. Location: Let, Pi = {xi, yi} denotes the location of V Ci . The locations of both
components Ci and Cj of the pair are stored.
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(a) (b)

Figure 6.2: (a) Character and its n-nearest (n = 4) neighbor are shown for the
character ‘A’. (b) A character pair and its spatial features like distance (d) and angle
(α) are shown.

Thus, for each component pair Ci and Cj , the feature information fij is encoded
as given below.

fij = (dij , αij , Pi, Pj)

This encoded spatial feature fij is stored in CP-table using the index key ΦWij . In
Fig.6.3, we show the representation of the CP-table and the indexing architecture.

Figure 6.3: Indexing scheme using Character Pair table is shown. Spatial features
of each character pair is attached using chaining.

It is to be noticed that, in CP-table, for each index key ΦWij there may be multiple
entries of spatial feature for presence of many similar character pairs (having similar
codes Li, Lj of components) in documents. The collision in CP-table is resolved by
chaining.

6.3 Retrieval of Query Word

To retrieve a query word given by the user, we take into account the knowledge of
the presence of character codes and their relative position information from the query
word itself. The character codes are used in our system to search the possible location
of them in the document. Finally a dynamic programming algorithm is used to locate
different instances of the query word using their relative position information. This
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process is described in two steps mainly knowledge extraction from query word and
dynamic programming algorithm.

6.3.1 Knowledge from Query Word

From the query word, the system extracts the knowledge about character informa-
tion. As discussed before, the character components in graphical documents are
in multi-orientation environment. To search a query word in such documents, the
ASCII/unicode values of characters of query word are converted to the label of multi-
oriented characters used in our system. So, the ASCII/unicode character space is
reduced to coded multi-oriented character space by UA ⇒ UM , where, UM represents
equivalence classes of rotationally similar characters. |UA| (= 62) is the cardinality of
alpha-numeric text characters and |UM | (= 40) is the total number of unique multi-
oriented character labels. The conversion is done by a look up table as in Eq.6.3,
where, Ω represents the mapping function.

UMi = Ω(UAi ) (6.3)

Thus, given a query word, for e.g. “Danube”, the query will be changed to “Dau-
ube” in multi-oriented character domain, since the characters ‘u’ and ‘n’ are grouped
together.

Let, the query word Q be of character sequence q1q2 . . . qi . . . ql, where l is the
length of the string. By Eq.6.3, each character qi is converted to multi-oriented
character code Li. Thus, Q is translated into a multi-oriented character sequence
QM . From this character sequence QM , a list of character pairs (QP ) is formed
using different relative positions of the characters in the sequence. To avoid missing
characters due to touching/overlapping or noise, different combination of character
pairs are considered in the query.

Finally, the list QP is built with character pairs {qi, qi+r} with different choices
of relative position (r), where i+ r ≤ l. For the query “Dauube”, the list QP will be
formed with ‘D-a’, ‘a-u’, ‘u-u’ etc. for r = 1 and ‘D-u’, ‘a-u’ etc. for r = 2. These are
shown in Fig.6.4.

Next, each character pair of list QP is used to generate the index key for CP-table
and to retrieve the corresponding components’ spatial information. The retrieved
components will be joined sequentially to form a target string TM . This sequential
joining is performed using dynamic programming approach explained as follows.

6.3.2 Character Pairs Joining by Dynamic Programming

The core of a dynamic programming (DP ) algorithm is the module that takes a
string (query word) to incorporate contextual information and a list of the symbols
(characters) composed of character pairs from the document image and returns a
value that indicates the confidence that the word image (sequence of characters)
represents the string. Given a query word, the primitive character pairs are joined and
matched against the lexicon word so that the average cost is minimized using dynamic
programming algorithm. A string edit distance algorithm “Levenshtein Distance”
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Figure 6.4: Character pairs from query word are used to create QP list.

has been used for such dynamic programming approach. This algorithm is described
below.

Levenshtein Distance

Given a sequence of observations derived from an input word image and a database
of similar descriptions of all possible words, one usually attempts to find a stored
description that has the minimum edit-distance with respect to the input. Usually,
Levenshtein’s metric concept [Nav01] is used. Levenshtein distance (LD) is a measure
of the similarity between two strings, which we will refer to as the source string (s)
and the target string (t). The distance is the number of deletions, insertions, or
substitutions required to transform s into t. The minimum edit-distance between
two chains of symbols denoted by o1 s1s2 . . . sm and t1t2 . . . tn is the cheapest cost
one needs to pay in order to transform one chain to the other using the operations
of symbol deletion, substitution, or insertion of an extra one. This problem has a
well-known dynamic-programming solution:

d(s1s2 . . . sm, t1t2 . . . tn) =

min{d(s1 . . . sm−1, t1 . . . tn−1) + sub(sm, tn),

d(s1 . . . sm−1, t1 . . . tn) + ins(sm),

d(s1 . . . sm, t1 . . . tn−1) + del(tn)} (6.4)

where del(tn), sub(sm, tn), ins(sm) are the cost parameters for the three above-
mentioned operations respectively. A cost parameter may be constant or a function
of the symbol.
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Joining of Character Pairs

The sequence of character pairs in the query word is used to spot the similar words
in the document. Given, the character sequence of query word {q1q2 . . . qi . . . ql},
the objective is to match it with a similar sequence of character components from
the document. This matching can be written by following the Eq.6.5, where {Cqi}
represents the corresponding set of component character qi. Ψ is the function that
gives all the possibilities of query word matching. The solution is drawn from the
sequence of character pairs which constitute the query word.

Ψ(q1q2 . . . ql) = ({Cq1}, {Cq2} . . . {Cql}) (6.5)

Using the knowledge of query character pair list QP and component pair list CP -
table, the above Eq.6.5 can be modified according to successive sequence of pairs.

Ψ((q1q2), (q2q3) . . . (qi−1qi) . . . (ql−1ql))⇒

(Cq1Cq2), (Cq2Cq3) . . . (Cqi−1Cqi) . . . (Cql−1Cql)

Given a query character pair (qi−1qi), the CP-table is searched for possible lo-
cations of the corresponding components. Two consecutive component pairs will be
selected for joining if both of them have a common component and their spatial re-
lationship are compatible. For example, the component pairs (Ci, Ck) and (Ck, Cj)
are linked together if the spatial relation between them fik and fkj are similar. This
similarity is compared by their size, linearity and distance (Section 6.2.2). Size of
components lCi, lCk and lCj are measured for similarity as given in Eq.6.1. Linearity
of component pairs is checked by the angles of the components in the string. This
is performed by checking local linearity and it is formulated by Eq.6.6. The distance
equation (Eq.6.7) between two component pairs assures the inter-character spacing is
same in the word. Here, TWα and TdW are fixed according to the experiment result.

‖αik − αkj‖ < TαW (6.6)

‖dik − dkj‖ < TdW (6.7)

After linking the components through this constrained merging, the character
clusters are passed to a dynamic programming approach to find the query word. The
Levenshtein distance between two strings “Query word” and “Sequence of component
pairs” is used to measure similarity. For our application, the value of cost functions
deletion, substitution and insertion are considered same and the value is set to 1.
Here, we did not need more sophisticated cost function, as it served our purpose.

Finally, words in the document are ranked on the basis of the similarity with query
word by comparing the expanded string through component pairs. The rejection of a
character pair string is performed if the distance between sequences is greater than a
threshold TL(= l/3). The choice of the threshold value is set up through experimental
results.

In Fig.6.5, we sketch the complete block diagram of the query retrieval process
in graphical documents. As explained, the labelled text characters are indexed first
according to the pair formation with its neighbor. These are stored in CP-table.
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Next, the character sequence from the query word is searched in the CP-table. The
best sequence is obtained using a matching (Levenshtein Distance) with the query
word.

Figure 6.5: Different steps of the word retrieval system.

6.4 Experimental Results

We have evaluated word indexing methods in the database of graphical documents
which are in multi-orientated and multi-size environment. To evaluate the word re-
trieval performance, the real data is collected from maps of 2 different resources
namely, a set of maps from geography books and a collection of historical archives.
The map images are from geography books. Some examples of this dataset are shown
in Fig.6.1 and Fig.6.7. The average size of these images is 1200 × 1200. There are
approximately 35-40 words in each document. The other set of real maps is selected
from a historical archive of old maps. See Fig.5.14 of Chapter 5, where a portion of
the document is shown. These images contain text printed in dark color compared
to the background. The foreground text components are obtained in an automatic
way as discussed in Chapter 5. We also use the synthetic dataset of maps (See Ap-
pendix A.5.1). We show a part of a synthetic map in Fig.6.6. Table 6.1 shows the
experimental outline. We have used precision-recall to measure the word retrieval
result.
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Table 6.1: Experiment outline.

Dataset map documents (real + synthetic)
Objective To test the robustness of document retrieval using query word

Metric Precision-Recall

Figure 6.6: Parts of map from a synthetic documents showing orientation and
touching of characters.

6.4.1 Performance of Word Detection

In our experiment on indexing of words in graphical documents, we tested our scheme
on 60 query words (40 real and 20 synthetic). There are total 10 real and 10 synthetic
documents. We have found that the total number of instances of such query words in
the documents are 42 (real maps) and 110 (synthetic maps). The characters present in
documents are of different size and orientation. Their fonts are also different in these
documents. We used angle based features and SVM to classify such text characters.

We show in Fig.6.7 the word detection result of our approach in a real map image.
The location of a query word is detected in this document by our character-pair in-
dexing approach. The detection of a word is performed without any prior knowledge
of the word orientation within document. To visualize, we draw a minimum enclosing
box of the component clusters in that particular location as shown in Fig.6.7. It is
appreciable to see that our approach performs well when there exists text overlapping
with long graphical objects. In Fig.6.7, the word “OCEAN” at the top position con-
tains a touching character ‘E’ with graphical lines. We have detected them correctly.
At the bottom of the document, it is appreciable that the query word is detected in
spite of orientation of that word.

Given a query word and a map document shown in Fig.6.8(a), the retrieved
cropped images are ranked in Fig.6.8(b). Here, we have tested with the query word
“SEA”. The ranking is done based on string edit distance. In this image, there are
total 4 different instances of “SEA”. We have extracted 3 of them with distance 0
and missed one which is below the word “CASPIAN”. The word is not extracted
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Figure 6.7: A map is searched with query word “OCEAN” and such results are
marked by thick rectangular boxes.

due to insufficient extracted characters. Character ‘S’ is not segmented properly due
to its touching with long line. And character ‘A’ is wrongly recognized as ‘V’. We
also received one false positive, which is ranked fourth (marked as (4) in Fig.6.8(b))
because of similarity (distance 1). It is appreciable from the ranking of these images,
how overlapping/occlusion does affect the ranking process.

In Fig.6.9, we show some results of word retrieval using a few query words. The
results show the advantage and robustness of our approach with different kinds of
problem in graphical documents. Fig.6.9(a) shows the retrieval of word when inter-
character spacing is more than normal spacing. Fig.6.9(c) shows a word where touch-
ing characters are present. Fig.6.9(d) and (e) demonstrate how the method is tolerant
to the graphical line touching. In Fig.6.10, we show the retrieval results in historical
images.

The detection accuracy is affected mainly due to broken text characters in the
document and the presence of long graphical lines over text regions. Due to noise
when characters are broken and the broken components of a character could not be
joined through preprocessing, the character labeling process might be wrong, and
hence the word retrieval process is sometimes erroneous. In Fig.6.11 we show some
images which we could not extract using our system, because of improper character
segmentation (See Fig.6.11(a) and (c)) and presence of many touching characters (See
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Figure 6.8: (a) Example of map where the query word “SEA” is searched (b)
Ranking of search result based on the query word “SEA”.

Figure 6.9: Some results of our method based on query word (a) PACIFIC, (b)
Mahabharat Lekh (c) Yangtze (d) Brahmaputra (e) Limpopo.

Fig.6.11(b)). In Fig.6.11(c), the characters ‘R’ were not segmented properly due to
noise. In Fig.6.12, we show some erroneous results using this system. In Fig.6.12(a),
due to similar character sequence we have obtained a part of word “SOUTHERN” us-
ing the query string “NORTHERN”. Fig.6.12(b) shows the retrieval result with query
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Figure 6.10: Some results of our method in color historical images based on query
word (a) MANRESA, (b) FIGUERAS (c) ARAGONIA.

word “Narmada” because of rotation invariance nature of the character recognition
labels. Here, component ‘h’ is mislabeled as ‘r’. Thus, using rotation invariant classes,
the component sequence is recognized as “armad” which is similar to “Narmada”.

Figure 6.11: Some words in the documents which could not be retrieved using our
method.

Figure 6.12: Some erroneous results of our method based on query word (a)
NORTHERN, (b) Narmada.

To evaluate the performance of the system with a query word against the retrieved
word images, we use common ratio of precision (P ) and recall (R). The computation
of precision and recall is discussed in Chapter 4. The retrieved word images, the
system results are ranked by the cost obtained in dynamic programming algorithm.
The result of each word image is considered as relevant or not depending on the
ground-truth of the data.

In Fig.6.13, we show the performance of word retrieval system in different datasets.
The precision and recall table is computed for real and synthetic datasets according to
different choice of string edit distance. In synthetic maps the precision is obtained upto
89% when the recall is 81%. Then the performance is degraded due to more relaxing
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of string distance comparison. Word retrieval accuracy in real image database is poor
compared to that of synthetic image database. Lack of proper character segmentation
from color map images is one of the reasons of low accuracy. In Table 6.2, we show the
overall performance of the system with the best threshold distance TL(= l/3) used in
the experiment.

Figure 6.13: Precion-recall curve of word retrieval.

Table 6.2: Word spotting results

Type Query Total Detected Correct
Words Instances Words Words

Synthetic 20 110 151 97
Real 40 42 62 30

6.5 Conclusion

We have presented a word searching algorithm based on spatial arrangement of char-
acter components in graphical documents. Labeled multi-oriented text characters are
used to generate high level local feature to take care of word detection in complex
graphical documents. The text label of these connected components and their pair
information are used to index local spatial information of them. Relative positional
information of text characters in a string is used for this purpose and hypothesis were
generated based on that.

We tested our method in a database of graphical documents containing characters
in touching/overlapping environment. In retrieval of words from document images,
all components of a document pass through a recognition process which is time con-
suming. In future, we plan to work on this performance issue. One advantage of our
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approach is that, the system can detect the query word even if we do not extract all
the text characters of a query string. There is not much effort in this area, so we hope
it will be helpful for researchers in their future work.

In the next chapter, we will present an approach for the document retrieval based
on the graphical symbol e.g. seal. The spatial relationship among the characters will
be used for seal recognition and detection in complex documents.



Chapter 7

A GHT based Seal Detection
Approach using Local Text
Characters for Retrieval in Digital
Libraries

This chapter deals with a particular application involving multi-oriented text char-
acter detection. It is focused on automatic detection of seal (stamp) from docu-
ments with cluttered background. Seal detection involves a difficult challenge due
to its multi-oriented nature, arbitrary shape, overlapping of its part with signature,
noise, etc. Here, a seal object is characterized by scale and rotation invariant spatial
feature descriptors computed from recognition result of individual connected com-
ponents (characters). The concept of Generalized Hough Transform (GHT) is used
to detect the seal and a voting scheme is designed for finding possible location of
the seal in a document based on the spatial feature descriptor of component pairs.
The peak of votes in GHT accumulator validates the hypothesis to locate the seal
in a document. Experimentation is performed in an archive of historical documents
of handwritten/printed English text. Experimental results show that the method is
robust in locating seal instances of arbitrary shape and orientation in documents,
and also efficient in indexing a collection of documents for retrieval purpose.

7.1 Introduction

As stated in Chapter 1, one of the objectives of the thesis is to retrieve the graphical
documents based on user’s query. In Chapter 6, we presented a technique towards the
detection of query words from graphical documents. In this chapter we will discuss
a novel strategy of document image retrieval using graphical symbols containing text
characters. “Seal” is one of such graphical entities that contains text characters along
with a logo and a boundary surrounding it. Automatic detection of seal (stamp) in
documents allows us to index an archive of documents efficiently.

123
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Libraries and archives are generally interested in mass-digitization and transcrip-
tion of their book collections. The objective is not only to preserve in a digital format
of documents of high value, but also to provide access and retrieval services to wider
users, and assist scholarly research activities. On the other hand, companies are inter-
ested in implementing digital mail-rooms to improve the efficiency of paper-intensive
workflows and to reduce the burden of information processing of incoming mails, faxes,
forms, invoices, reports, employee records, etc. By this digital mail-room, companies
try an automatic distribution of incoming mails to their respective departments based
on the content of electronic documents.

Content-based Document Image Retrieval (CBDIR) involves a search process
where the user’s request is a concept to be found. Traditionally, document retrieval is
associated to textual queries. The records in typewritten and structured documents
are indexed with the traditional high performing commercial OCR products. Once
the image document is OCRed, the resulting ASCII information is compared with the
query with a string search algorithm. The OCR techniques may fail in documents
with high degree of degradation such as faxes due to compression or bilevel conversion,
historical document databases which are often degraded due to aging or poor typing,
or handwritten documents. For such type of documents, word-spotting [LT08, RM05]
provides an alternative approach for index generation. Graphical symbols containing
text characters can also be used for index generation of such documents. In this
chapter text location in the particular layout of seals is used for retrieval purposes.

7.1.1 Motivation

Besides huge amount of text strings, some documents contain a large amount of
information that is usually neglected and can provide richer knowledge e.g., adminis-
trative documents contain graphical symbols such as logos, stamps or seals. Searching
in terms of symbol queries such as logos or seals allows the quick filtering or routing of
the document to the right business process, archive or individual. Thus the detection
of these graphical symbols in documents undoubtedly increases the performance of
document retrieval [UMM98, ZD09]. Given a single instance of a symbol queried by
the user, the system has to return a ranked list of segmented locations where the
queried symbol is probable to be found. Traditional word-spotting methods which
are devised to extract row/column-wise features from segmented image may not be
useful for such purpose. Following the idea of word spotting, the problem of locating
a graphical symbol in a document image is called symbol spotting. If we extend the
idea of symbol spotting to a database of document images, i.e, a digital library, the
problem is called symbol focused retrieval [RL08]. The arrangement of featured key-
points are used to retrieve document images [NKI05]. These methods are promising
in detecting objects in general in terms of accuracy, time and scalability. Graphical
objects such as symbols, seals, logos, etc. are synthetic entities consisting of uniform
regions and these are highly structured [RL08, TL03]. These facts make geometric
relationships between primitives as discriminative cues to spot symbols.

Indexing of documents can be performed based on graphical entities. A scheme on
document indexing based on seal information is proposed in this chapter. Seals are
complex entities consisting of mixed textual and graphical components. Information
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obtained from seals could be used for efficient storage and retrieval of the documents.
Seals generally have closed, connective contour surrounding text characters, and logos
which indicate owner and usage of the seal [LLWZ07]. They bear some constant
character strings to convey the information about the owner-organization and its
locality. Besides, in many instances a seal contains some variable fields such as date
[NPR07]. Date may provide the sending or receiving information of the document.
Undoubtedly, automatic seal detection and recognition is an important stage to follow
this task. It also allows to identify the document sources reliably.

Detection and recognition of seals is a challenging task, because seals are gen-
erally unstable and sometimes contain unpredictable patterns due to imperfect ink
condition, uneven surface contact, noise, etc. [ZJD06]. Overlapping of seals with
text/signatures, missing part of a seal, etc. are typical problems and add difficulty in
seal detection. A seal instance may be affixed on any position within the document,
that requires detection to be carried out on the entire document. Also a seal may be
placed in arbitrary orientation. See Fig.7.1(a), where a historical archive document
containing a seal is shown. The seal is overlapped here with part of signature and
text regions. As a result some information of the seal is missing/illegible. We also
show a postal document in Fig.7.1(b) which contains a seal overlapped with stamp
images. It is to be noticed that, due to overlapping and noise, many text characters
of the seal are missing.

(a) (b)

Figure 7.1: (a) A historical document with a seal. The seal is overlapped with the
signature here. (b) A post-card image showing a seal with cluttered background.

7.1.2 Related Work

Detection of seals in documents can be treated as localizing objects in different pose.
In many instances seals and text are in different colors, and to handle such document
some researchers have studied the detection process based on color analysis [Fri03,
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UM05]. In [Fri05] Frisch used fusion operator denoted as fuzzy integral for color
seal extraction. Two different fuzzy measures were used in the computation of the
fuzzy integrals on color channels of RGB color model. Ueda and Matsuo [UM05]
assumed the pixels of the color cheque image constructed four clusters: seal imprint,
characters, background and the superimposed area of characters and seal imprint.
HSV color model has been used to perform the clustering.

In mass digitization process due to compression or bi-level conversion, color anal-
ysis can only solve a set of problems. A prior knowledge of the outer boundary shape
of a seal (e.g. circular, rectangular, elliptical, etc.) is helpful to locate the seal in
documents [ZJD06]. Accurate contour detection or shape estimation is needed for
the extraction of such boundary. Moreover, a further seal recognition technique is
needed here, because it is difficult to recognize the seal if text information within the
seal is different although the boundary shape is similar.

Thus, many times a seal has been treated as a symbol and methodologies like
segmentation by Delaunay tessellation [CW98] are applied for seal recognition. Hu et
al. [HYZ+95] proposed a heuristic method to find the best congruent transformation
between the model and sample seal imprint. A correlation based algorithm for seal
imprint verification is also presented in [Hor01, HHYY96]. Chen [Che96] used corre-
lation based block matching in polar coordinate system based on rotation-invariance
features. Since, under the constraint of fixed scanning resolution, multi-scale invari-
ance property is not necessary for seal detection in documents. He also proposed a
method using contour analysis to find the principal orientation of a seal[Che03].

Matsuura et al. [MM02] verified seal image by using the discrete K-L expansion
of the Discrete Cosine Transform (DCT). Next, a decision function was included to
verify the seal model. Rotation invariant features by the coefficients of 2D Fourier
series expansion of the log-polar image is presented in [MY04]. Lee and Kim [LK89]
used the attributed stroke graph, obtained from the skeleton, for registration and
classification of seals. Gao et al. [GDC95] used a verification method based on stroke
edge matching.

In Table 7.1, we summarize the state-of-the-art approaches for seal detection and
recognition methods. A seal involves rich textual structure with a bigger boundary
frame and smaller text components. The seal recognition approaches explained above
are mainly pixel-based shape descriptor which consider the seal as a whole object. In
Fig.7.2(a) and Fig.7.2(b), we show two different seal images containing similar circular
boundary frames but different text information. Due to their complex structure,
methods using only boundary detection or orientation based matching etc. may not
be useful to discriminate them properly. Also, when a seal contains variable field such
as date, hard-matching approach [Che96] may not work. Thus we need a higher level
of features (e.g. text character information) to provide more detailed description of
seals.

7.1.3 Outline of the Approach

In this chapter, we propose a scheme on document indexing based on seal detection
and text information has been used for this purpose. When imprinted, seal produces
a fixed set of text characters with a logo (sometimes) to describe its identity. Al-
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Table 7.1: Related work on seal detection and recognition.

Method Main Feature of Algorithm
Detection Recognition

Frisch [Fri05] Fuzzy integral -
in RGB color model

Ueda et al. [UM05] Pixel clustering -
in HSV color model

Zhu et al. [ZJD06] Boundary contour -
detection

Chinag et al. [CW98] - Delaunay
tessellation

Matsuura et al. [MM02] - K-L expansion
of the DCT

Lee and Kim [LK89] - Attributed
stroke graph

Figure 7.2: Examples of two seal images containing similar circular frame but
different text information.

though the boundary frames are similar in some seals, they may contain different
text information. We classify them as different types of seals. So, it is important to
take care of text information knowledge in seal recognition purpose. Text characters
in seal are of multi-rotations and multi-scale. The font styles vary according to the
design by its owner/organization. Generally seals are affixed in documents that also
contain a huge amount of text characters. Thus, text information within seal may
be degraded due to the overlapping with text present in that document. In seal, the
relative position between text characters is structured by its property. This is a key
observation in our formulation. Features computed from spatial information of text
characters within seal will allow us to detect the seal efficiently.

Generalized Hough Transform (GHT) is an extension of the “standard” Hough
transform, used to detect shapes which cannot be described by an analytical equation,
but can be characterized with discrete formulation. It roughly consists in explicitly
listing all the points of the shape. Next, the position information (feature) of each
point to a reference point is stored in a table. In the image, the feature of each point
votes in the reference point stored in the table for those pixels having similar local
information (usually the gradients). By detecting the local parts to vote for possible
locations of a shape object, the peaks in voting space can be used for detection.
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Our proposal of seal detection approach is based on the concept of GHT. Instead
of feature points, the text characters in the seal are used as basic features for seal
detection. We label the local connected components of a seal as alpha-numeric text
characters. To obtain this, we employ multi-scale and multi-oriented text character
recognition using a SVM classifier. The recognized text characters are used to provide
high level descriptor in our approach. For each component (text character) we find
its n-nearest neighbors. Next for each pair of components, we encode their relative
spatial information using their distance and angular position. Given a query seal
we compute the relative spatial organization for pair-wise text components within
seal. These information are stored into a spatial feature bank. In an image, for each
component pair, we use this spatial feature bank to retrieve query seal hypothesis. A
vote is casted for possible location of the seal based on the matching of component
pairs to ensure detection of partial seal objects. The locus of high number of votes
(the peak) is the result of the seal spotting. Votes in GHT accumulator validates the
hypothesis to locate the seal.

The main contribution of this chapter is to use of recognized local text compo-
nents as high level descriptors and to generate hypothesis of the seal location based
on spatial arrangement of these descriptors. Our approach is based on local text
characters instead of only pixel-level descriptors to overcome distortion and affine-
transform problems which are main drawbacks in existing approaches. Our approach
does not need a previous segmentation, thus provides direct focus on seal detection.
The approach is robust to detect seal in noisy, cluttered document. We can therefore
conclude that combining individual character recognition with a SVM and relational
indexing using GHT method, our work can be classified as a combination of statistical
and structural approach.

The rest of the chapter is organized as follows. In Section 7.2, we explain the Gen-
eralized Hough Transform technique for general shape detection in brief. In Section
7.3, we describe the representation of the seal and its detection process. The exper-
imental results are presented in Section 7.4. Finally conclusion is given in Section
7.5.

7.2 Generalized Hough Transform

Since, the approach proposed in the chapter is based on GHT, we first outline in this
section the fundamentals of this technique.

Generalized Hough Transform (GHT ) [Bal81] is the extension of the idea of the
“standard” Hough Transform (HT ), which is a feature extraction technique originally
devised to detect analytical curves (e.g. line, circle, etc). The purpose of the technique
is to find imperfect instances of objects within a certain class of shapes by a voting
procedure. The modification of GHT enables this technique to be used to detect
arbitrary objects (non-analytical curves) described with its model.

A look-up-table called R-table is used in GHT to store information concerning the
template of the object to be detected. Given an object, the centroid is chosen usually
as reference point (xc, yc) [BR92]. From this reference point, data from each point
on the object’s edge is recorded in R-table. Let, the line joining from a boundary
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point (x, y) to the reference point makes an angle (α) with the x-axis. Also, ‘r’ be
the distance from that boundary point to the reference point as shown in Fig.7.3.
R-table is constructed to store (α, r) of each boundary point by indexing with it’s
gradient angle (φ) as shown in Table 7.2. From the pair (α, r), the reference point
can be reconstructed.

Figure 7.3: The geometry used to construct the R-table in GHT.

Table 7.2: The R-Table constructed for Fig.7.3

Gradient Angle (α, r) pairs
φ1 (α1, r1)1, (α2, r2)1, . . . (αn, rn)1
φ2 (α1, r1)2, (α2, r2)2, . . . (αn, rn)2
. .
. .
φm (α1, r1)m, (α2, r2)m, . . . (αn, rn)m

Given a test image, an accumulator (A) is defined in the parameter space. The
accumulator records the votes of the edge points to determine the most probable center
of the prototype object. More specifically, the gradient angle φi which is obtained
from each edge point (ui,vi) of the test image is utilized to retrieve corresponding
entries of the R-table. The possible location of reference point in the parameter space
is calculated by the following equation.

(xci, yci) = ui + r(φi)cos[α(φi)], vi + r(φi)sin[α(φi)] (7.1)

In this equation, (xci,yci) denotes the location of the possible reference point.
r(φi) and α(φi) signify the magnitude and the angle of the position vector obtained
from the R-table for index φi, respectively.

7.3 Seal Detection using GHT

Seals in documents are affected mainly due to noise, rotation, occlusion and overlap-
ping. To take care of these problems, our approach is based on partial matching which
is inspired by the Generalized Hough Transform (GHT ) [Bal81]. Hough Transform
(HT ) is originally devised to detect analytical curves. GHT extends the idea of HT
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for non-analytical curves. The edge information of a shape is used here to define a
mapping from the orientation of an edge point to a hypothetical reference point of
the shape and detect the shape based on the accumulation of these reference points.
The purpose is to find similar instances of objects by a voting procedure. The vot-
ing procedure is carried out in a parametric space from which object candidates are
localized as local maxima in the voting space. For indexing the relative position of
edge points, the GHT uses a look-up table called R-table.

A classical pixel-based GHT may not be efficient for seal detection because two dif-
ferent seals having similar frame boundary (such as circular, rectangular, etc.) can’t
be distinguished properly. Also, the pixels of text characters are very local. Seals
generally comprised of many text characters. Thus, missing of some text characters
or inclusion of background text in a seal may not be tackled properly using such
method. In our approach, text characters in a seal are considered as high level de-
scriptors. Since, the spatial information between text characters will remain fixed, the
relative position of them is used to vote for seal detection. In Chapter 2, we explained
recognition technique for isolated characters. We use this approach for labelling the
text characters here.

Here, we describe the architecture of our method with four key-parts namely:
spatial information extraction, construction of R-table, seal recognition and detection
approach. The former two allow to represent model shapes in a compact way. The
latter two are the steps when a query is formulated into the image database. Let us
further describe the above steps in the following subsections.

7.3.1 Feature Descriptor of a Seal Shape

Our representation model for a seal is based on the connected components (classified
as text characters) within seal region. Again, text characters are too local and very
generic to be used for matching primitives. Due to natural spatial arrangement of
text characters among them, we characterize the seal information based on relative
position of these local text character shapes. The attributes used in our approach are
described below.

1. Reference point of a seal (RS): Given a seal image, the center of the minimum
enclosing circle (MEC) of the seal is considered as the reference point (RS).
Note that, the relative position of RS will be fixed for each class of seal shapes
even if the seal is rotated.

2. List of component pair: To represent the spatial arrangement of the compo-
nents present in the seal a list of neighboring component pairs is built. These
neighboring component pairs are selected based on their proximity. Each com-
ponent is associated to its n-nearest components. The neighbor components
are decided using boundary growing algorithm from the boundary of the corre-
sponding component (See Chapter 5 (Section 5.3.1)).

Formally, a proximity graph Gp = (V,E) is created to store these neighboring
component pairs (here V = vertices and E = edges). An edge, eij ∈ E is
formed by a component pair (Ci, Cj) if components Ci and Cj are neighbors.
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See Fig.7.4(a), where the n-neighbor (n = 5) components of ‘U’ (according to
distance) are shown by joining line, which are ‘L’,‘L’,‘F’,‘A’ and ‘T’.
From each neighboring component pair, the location of the reference point (RS)
of the seal is designed. The spatial information of each neighboring component
pair with respect to RS is done by simple basic features namely: distance and
relative angle which are discussed as follows.

3. Distance: We compute the CG (center of gravity) of each component for this
purpose. Let, V Gi represents the CG of component Ci. In Fig.7.4(b), the dis-
tance dij is shown for two components ‘A’ and ‘D’ of the seal. To obtain scale
invariance, the distance is normalized based on character pair sizes.

4. Relative Angle: Two angles are considered for each neighboring component pair
for detection purpose. For each pair of components we may consider a triangle
by V Gi , V Gj with RS (see Fig.7.4(b)). Angle αi is formed at V Gi by V Gj (j 6= i)
and RS . These angles are denoted by αi and αj . In Fig.7.4(b), these angles are
“∠RSAD”, “∠ADRS” respectively.

(a) (b)

Figure 7.4: (a) Character and its n-nearest neighbor are shown for the character
’U’. (b) A neighboring character pair and their relative angles are shown in a seal.
Here, RS is the reference point of the seal.

Given a pair of neighboring connected components of a seal model (m), we compute
the feature information for our approach. The ASCII character labels of components
are found by the recognition step using SVM classifier. Let Li, Lj denote the ASCII
character label of character component pair Ci and Cj . The distance and relative
angles are calculated through their spatial organization. Thus, for each component
pair Ci and Cj of the seal (m), the feature information fmij is obtained as given below.

fmij = (Li, Lj , dij , αi, αj ,m)

The feature of all neighboring character pairs characterizes the spatial description of
seal. These features are stored in a R-table for indexing purpose.

7.3.2 Construction of the R-table

The feature information of each neighboring character pair of a seal is computed
and stored in a hash table called as R-table of GHT using an efficient way. The
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construction of R-table is performed as follows. We encode the character label and
distance information for each neighboring character pair. A 3-dimensional Look-
Up-Table (LUT) is used to obtain the index key (ΦS) from each pair of character
components as shown by Eq.7.2. KS is the Look-Up function used for this purpose.

ΦSij = KS(Li, Lj , dij) (7.2)

R-table contains the location of the hypothetical center of the seal model. We
store the angle information (αi, αj) as function of ΦS in the R-table. In Fig.7.5 we
show the representation of the seal model in a R-table.

In a seal all of the alpha-numeric character pairs (62 × 62) do not occur. So,
keeping all combinations of character pairs in that 3-dimensional LUT needs a huge
memory. To reduce the memory space, we split the R-table in 2 different look-up-
tables: Character Pair (CP ) table and Distance (D) table. In the Character Pair
table, all combinations of alpha-numeric character pairs are computed. When we find
a neighboring character pair (Li, Lj) in a seal, a table (Dij) for distance is linked
with the neighboring character pair. The Distance table (Dij) contains the angle
information of corresponding character pairs. The size of CP table is |L|2, where |L|
stands for the total number of text labels. Thus, the memory size of our R-table is
(|L|2 ×Dl), where Dl denotes the quantization parameter of the Distance table.

Figure 7.5: R-table representation from a seal model. Here, the triplet (A, D, dAD)
represents the index key for the character pair ‘A’ and ‘D’. (αA, αD) are stored as
hypothesis of the corresponding triplet of the index key.

For each index key in R-table, there may be multiple entries of angle information
due to the presence of many similar neighboring character pair in seals. The collision
in R-table is resolved by chaining. In Fig.7.6, we show the efficient data structure
of the R-table. We also augment in R-table the model index along with angle in-
formation. We explain the R-table construction process in Algorithm 3. Finally, all
neighboring character pairs of model seals are compiled and added to the R-table.
Thus, an indexing scheme with all the seal models is constructed.
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Figure 7.6: Efficient architecture of R-table and relation to feature information.

Algorithm 3 Seal description by local components
Require: A model seal object (m) composed of components list C1 . . . Ct and a

Reference point RSm
Ensure: Seal representation by spatial organization of local components

//Recognize character components
for all Ci of C1 . . . Ct do
Li ⇐ Text Label of Ci

end for
//Find center of gravity (CG) of components
for all Ci of C1 . . . Ct do
V Gi ⇐ CG of Ci

end for
//create list of neighboring component pairs
Pm ⇐ �
for all Ci of C1 . . . Ct do
Ci1 . . . Cin ⇐ n-nearest components of Ci
for all Cj of Ci1 . . . Cin do
Pm ∪ (CiCj) if (CiCj) /∈ Pm

end for
end for
//record spatial information
for all (CiCj) from Pm do
dij ⇐ distance of (V Gi and V Gj )
//Let ΦSij be the index key
ΦSij ⇐ (Li, Lj , dij)
αi ⇐ ∠RSmV

G
i V

G
j and αj ⇐ ∠V Gi V

G
j R

S
m

R[ΦSij ]⇐ R[ΦSij ] ∪ (αi, αi‖m)
end for

7.3.3 Isolated Seal Recognition

Although the final purpose is the retrieval of document images from a database, we
present here GHT based approach for classifying isolated seal images to better assess
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the performance of the recognition approach. To recognize isolated seal images, we
first construct the R-table with a set of model seals. Next, the text components
from the isolated query seal image are extracted using a text/graphics separation
system (See Chapter 4). The local features are computed by spatial descriptor from
each pair of characters in that seal as explained before. Here, the reference point is
selected in the same way as the centre of minimum enclosing circle (MEC) of the seal.
The character components provide high level spatial descriptor. For each neighboring
character pair, we compute the index key (ΦS) as given in Eq.7.2. Next, all angle
information corresponding to each neighboring character pair and their distance are
retrieved from the R-table. These angles are compared to the angle information for
each neighboring character pair of query seal. If the difference of these two angles
are less than Tα, we say a matching is occurred. The value of Tα ( = 1◦) is set up
empirically.

For recognition purpose, we create a table of all the model seals and initialize all
with 0s. The counter of seal class is incremented whenever a matching entry of angle
is found in the R-table. Finally, the classes are ranked in descending order by the
number of voting. The model seal for which we get highest number of votes is selected
as the recognized one for that corresponding sample.

7.3.4 Seal Detection in Document Database for Retrieval

To detect seals in a document image, at first a R-table is created from a set of prede-
fined model seals. Model seals are segmented manually so that only text characters
present in the seal part can be used in the R-table. The construction of the R-table
is performed to record all spatial description of neighboring character pairs of each
model seal as discussed in Algorithm 3. The constructed R-table will be used later
to find hypothesis of the seal models in a document. For seal detection from an
input document, we considered all characters paired with their n-nearest neighbors
and based on information of the n-neighboring component pair using R-table, we cast
vote for the hypothetical location of seal model. For a neighboring component pair
(Ci and Cj) of the document, we compute Li, Lj and distance dij between their
CGs. Using this spatial feature corresponding to the neighboring component pair,
the hypothetical location and seal model information are obtained. To achieve the
hypothetical location, we obtain the index key ΦS (see Eq.7.2) for each pair of text
character. Next, we extract all the hypothesis of the spatial angle information and
model index from R-table using Eq.(7.3). R(ΦSij) indicates the information of index
key ΦSij from R-table.

(αi, αj ,m)⇐ R(ΦSij) (7.3)

These angle information (αi, αj) provide the location of hypothetical centre of the
seal model (m). In our process, the voting is performed in pixel level. We show this
process using a diagram in Fig.7.7. The voting mechanism accumulates evidences
in the locations where we find the similar neighboring component pair having same
spatial distance.

The presence of a particular seal on a document produces peaks in the GHT voting
space. Since, we vote in pixel level, the peak is obtained by finding zones of high vote
density. The more we find the matching of neighboring character pair descriptor,
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the more accumulation of voting will be there. Finally, we detect the existence of
the query seal using number of votes in local peaks of accumulation space. The
presence of seal on a document is thus determined by searching total votes in each
peak of the accumulator. The number of votes is normalized by the total number
of spatial features of the corresponding seal model. If, fm be the total number of
spatial features of the query seal and fd be the number of votes found in peak then
we compute 100×fd/fm. If this value is greater than Tm, then we accept the presence
of the query seal in the document. The value of Tm (= 30) is set up experimentally.
In Fig.7.7, we show an example of voting procedure from our seal models. Fig.7.7(a)
shows the construction of R-table from two seal models m1 and m2 with different
neighboring character pairs. In Fig.7.7(b), we show how hypothetical locations are
obtained from R-table from the character pairs of documents. Fig.7.7(c) shows a real
output of voting regions after running the seal detection algorithm with a query seal
m1 of Fig.7.7(a).

7.4 Experimental Results

As application scenario, the approach described here has been applied to the historical
archive of border records from the Civil Government of Girona[LKMS08]. It consists
of printed and handwritten documents between 1940 and 1976. See Appendix A.5.3
for details. The documents were scanned at 200 dpi. These were in binary form due
to the constraints of the digitization process. The documents are written in English
and the seals posted on these documents also contain English text characters.

Our seal spotting method has been applied to retrieve the bundle of documents
which got registered using similar seal. Two experiments namely: isolated seal recog-
nition and seal detection have been designed to evaluate the performance of our
approach. These are discussed as follows.

7.4.1 Performance of Isolated Seal Recognition

Though our objective is to detect the query seal in a given document, we will discuss
here the pros and cons of our GHT based approach to recognize isolated seal sym-
bols. We will also compare the performance of this local character based approach
with other pixel based approaches, found in literature. For the experiment, we have
created a database of isolated seals to test the seal recognition approach irrespective
of isolated character recognition. This database contains 220 isolated seal images of
19 classes. The seals are extracted automatically from the archive using large com-
ponents extraction method. This method may detect large components such as logo,
signature, etc. Next, a manual checking is done to consider only the seal shapes.
The seals are of different shapes and rotations. We noted that in our database there
are mainly 3 types of seal shape, e.g. circular, elliptical and rectangular. It is to be
noted that the seals contain different number of text characters for their description.
The numbers of text characters present in each type of 19 classes of seal are detailed
in Fig.7.8. Maximum (minimum) characters present in the seal of class 14 (3) and
it contains 83 (16) characters. Different shapes of seals in the database are shown
with different color in this figure. Table 7.3 shows the experimental outline. 5-fold
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(a)

(b)

(c)

Figure 7.7: (a) Construction of R-table from two seal models m1 and m2 for GHT.
(b) Hypothesis of Reference Point of seals are obtained from models’ R-table. Red and
green colors in voting space indicate the hypothesis of model m1 and m2 respectively
(designed synthetically). (c) Voting areas (Red color) in document after running the
seal detection algorithm with the query seal m1 of (a).

cross validation scheme is used to evaluate the result. We have done two different
experiments to evaluate our approach. One considering seal as a whole symbol and
general pixel based symbol classification techniques are applied for this purpose. The
other one considering GHT approach. Local text characters are used for providing
the spatial information of the seal. We detail these two experiments in the following
sections.
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Table 7.3: Experiment outline.

Dataset 220 isolated seal images of 19 classes
Objective To test the robustness of isolated seal recognition

Metric 5-fold Cross Validation

Figure 7.8: Number of text characters present in 19 different classes of seals are
shown.

To get an idea of the quality of data used in our experiment, some samples of
the data are shown in Fig.7.9. In Fig.7.9(a) we show different seal data of having
similar outer boundary shape (circular). From the experiment we noted that our
method can tackle this kind of images. It can be seen that although these seals
have similar circular boundary, the text information within them is different. They
contain a set of text characters along with a symbol (sometimes). Text strings are
designed in different orientations and sizes. In Fig.7.9(b) we show a class of oval-
shaped seal having rotation and noise (missing seal information or presence of other
text characters from document).

Pixel based classification approach

To assess the usefulness of text information in seals, initially we performed a direct
global classification test to the seal dataset at pixel level as features. In this ex-
periment text identification are not used to evaluate the effectiveness of our GHT
based approach which is discussed later. Here, we consider the seal as a symbol of
texture only and different feature descriptors are applied to recognize such texture
base symbols. The classification is performed using different rotation invariant shape
descriptors. To get the idea of recognition results of different rotation invariant de-
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Figure 7.9: (a) Different types of circular seal. (b) Different noise level in a single
class of oval-shaped seals.

scriptors, we present a comparative study on this dataset with different descriptors like
(a) ART [RCB05], (b) Hu’s Moments [Hu62], (c) Zernike (Zn) moments [KH90a], (d)
Fourier-Mellin [AOC+00], (e) Angle based approach and (f) Shape Context [BMP02].
The features obtained from each shape descriptor are fed to a classifier for matching.
A model (prototype) seal for each class is selected. These models are chosen according
to cross-validation scheme. We have used Euclidean distance based measures for this
purpose. We measure the distance for each data from each model. Next, we assign the
level of the model to the data according to minimum distance. In Table 7.4, we show
the recognition accuracy obtained using different shape descriptors at different coarse
level (up to 5 choices). From the experiment we noted that Angle based approach
gives better results than ART, Hu, Fourier Mellin and Shape context. We also note
that Zernike moment feature descriptor performs better than other descriptors in fine
level (top 1 choice). When we increase the number of top choices, the difference of
recognition accuracy between Angle-based approach and Zernike moment decreases.
When 5 top choices are considered, angle based approach gives better result than
Zernike (see Table 7.4).

Table 7.4: Comparison of seal (as a whole) recognition accuracy of different ap-
proaches.

Number of ART Hu Zernike Fourier Angle based Shape
Top Choices moment moment Mellin Approach Context

1 choice < 5% < 10% 50.22% < 5% 36.65% 24.89%
2 choices < 5% < 10% 68.72% < 5% 60.18% 56.61%
3 choices 22.74% 10.42% 73.93% < 5% 69.19% 63.42%
4 choices 27.01% 19.43% 79.14% < 10% 73.93% 70.36%
5 choices 30.33% 24.64% 83.41% 12.32% 83.89% 78.57%
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For one top choice, the highest performance of seal recognition considering seal as
a whole symbol is only 50.22% and this is obtained from Zernike moment. These low
performances using above descriptors are because a seal defines a symbol description
with its rich internal textual structure. It contains a bigger boundary frame and
smaller text components. Global pixel based shape descriptors are not enough to
discriminate them properly. The confusion arises between the seal shapes which have
similar boundary shapes. The text characters which convey the major information in
a seal are not represented well in general pixel level shape descriptor.

GHT based classification approach

Next, we test the recognition of isolated seals using the GHT approach described
earlier. The recognition is performed using local features computed from text char-
acters (small components) of seal only. The text characters are labeled using SVM.
The outer frame and other long graphical lines of seal are not considered. To have
an idea about the effectiveness of our method on poor images, we show some noisy
seal images in Fig.7.10, where our method performed correctly. We also have shown
examples in Fig.7.11 where our method failed. Here, in the first seal image, many of
the characters are overlapped with long graphical lines. After separating text charac-
ters using text separation algorithm, these text characters were not extracted, so the
proper seal model is not found in this sample. In 2nd seal, many text characters are
missing in the input sample. In 3rd seal, many characters are broken and overlapped
with other text (it may happen while pressing the seal). Since our method is based
on component level, if characters are broken the method may not work properly.

Figure 7.10: Some examples of isolated seals recognized correctly by our proposed
scheme.

We show the seal recognition results using different number of top choices in Table
7.5. We have obtained 92.42% accuracy on taking only one top-choice of voting using
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Figure 7.11: Some examples of seal where we got less votes using our approach.

Angle-based features. We obtained upto 98.58% accuracy using top 5 choices (coarse
level recognition). We have also tested the seal recognition using text characters
labelled by Hu moments and Zernike moments descriptors. These results are also
shown in Table 7.5 to compare how different text recognition labelling can affect the
seal recognition. To get the idea of the recognition accuracy according to different
shapes of seal (though this boundary information is not considered in our approach) we
show the results of our proposed method in Table 7.6. The recognition results depict
that, the proposed approach is not sensitive to the text strings’ global position, i.e.
whether the strings are posted within seal in linear or curve way. As explained before,
the recognition is done based on number of votes for each class. When we rejected
13.12% of samples based on less votes for recognized class, we got 95.31% accuracy
using first choice only.

Table 7.5: Seal recognition accuracy using GHT by local connected components

Number of Angle-based Hu Zernike
Top Choices Approach moment moment

Only 1 choice 92.42% 62.12% 73.68%
Only 2 choices 96.68% 73.94% 82.61%
Only 3 choices 97.16% 80.56% 85.37%
Only 4 choices 98.11% 83.88% 88.56%
Only 5 choices 98.58% 87.21% 91.78%

Table 7.6: Recognition accuracy according to different boundary shapes

Rectangular Circular Elliptical
93.61% 91.74% 87.50%

From the experiment we noticed that most of the errors occur because of the
presence of similar text string in some of the seals. The pair of seal models from which
main confusion occurred are shown in Fig.7.12. Here, we see in both of the seals, the
string “DIRECCION GENERAL DE SEGURIDAD” exist apart from other text lines.
Though the font styles are different, we get similar information from the strings using
SVM classifier. Due to noise, when other string characters are not recognized properly,
we get similar voting for these models. The confusion rate obtained from these seals
pair is found to be 1.37% when it is computed from overall samples of the dataset.
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This confusion arises mainly due to unavailability of expected text information from
seal. In this kind of images unlike pixel based systems our approach searches for the
possible model seal where it finds maximum text character based spatial matching,
which is another advantage of our approach.

Figure 7.12: Model of seal pairs where confusion occurred.

7.4.2 Performance of Seal Detection Result

To test the seal detection approach, we have constructed a database with 370 docu-
ments containing seals of English text characters. The database sometimes contains
document images in upside down way. The seals are posted in different orientations
and in different locations of these documents. There were missing of some seal infor-
mation many times by noise or overlapped signature. Sometimes, due to posting seal
on text document, additional text characters of document are also placed inside the
seal region. We have considered additional 160 documents in this dataset which do
not have the seals. Thus, our seal dataset consisted of 530 documents having different
complexity. Table 7.7 shows the experimental outline. We have used Precision-Recall
metric to measure the performance of the result.

Table 7.7: Experiment outline.

Dataset 370 documents containing seals + 160 documents without seal
Objective To test the robustness of document retrieval using seal detection

Metric Precision-Recall

In our experiment, here at first, we have provided some qualitative results to show
how query seals are detected in documents with our approach. Next, we evaluate the
performance of seal detection in the dataset of our experiments with precision-recall
curve. We compared the seal detection results using 3 different multi-oriented text
descriptors namely : Angle-based approach, Zernike moments and Hu moments. We
have also discussed the performance of seal detection method based on the selection
of different number of neighboring character pairs. We also provide a comparative
result with patch based descriptors like SIFT [Low04] and shape context [BMP02].
Finally, we give an idea of the computation time of different methods we tested here.

In Fig.7.13, we show seal detection results of our approach when four different
documents are tested. We used angle based features and SVM to classify text charac-
ters. As explained before, the location of a query seal is detected in these documents
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by our GHT approach. To visualize the detection results, we draw a circle of radius
of MEC of the query seal in that particular location. It is appreciable to see that our
seal recognition performs well when there exists signature or other text overlapping
with seal region. Here, Doc#1 and Doc#2 have two different seals though they share
similar shape structure (circle). Using our approach, we correctly distinguish them
and label the associate seal model with it. In Doc#3, it is shown that the query
seal is detected in the document in spite of 180 degree rotation of the document. In
Doc#4, a date was affixed during stamping and because of this, seal region contained
additional alpha-numeric characters. We noted that, our approach can detect the seal
from these documents having variable date field in the seal region.

Figure 7.13: Detection of seals in documents

Given a query seal image, a ranked list of retrieved documents from our database
are shown in Fig.7.14. The ranking is done based on voting in accumulation array.
It is understandable from the ranking of these images, how noise, overlapping and
occlusion do affect the ranking process. Here, we show five results of the ranked
documents, retrieved by querying a seal model. We see, in Fig.7.14(S1 3), a seal
was affixed 2 times and they have some overlapped portions. In Fig.7.14(S1 5), the
approach could detect the seal although there were many text characters missing.
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Another advantage of our method is that since it works considering only labeled text
characters, we can use this to detect arbitrary shape of seal.

Figure 7.14: Ranking of different documents of a seal model.

The detection accuracy is affected mainly due to broken text characters in the seal
and the presence of long graphical lines over text regions (see Fig.7.15). In Fig.7.15(a),
only a few characters are extracted after text/graphics separation algorithm because
of broken text. Thus we got fewer votes. The seal of Fig.7.15(b) is also difficult to
recognize for human. Due to noise when characters are broken and the broken compo-
nents of a character could not be joined through preprocessing, the character labeling
process might be wrong. Hence less accurate will be the seal detection because, there
will be fewer voting accumulation due to small number of text character pairs.

Figure 7.15: Two documents having very low votes by our approach.

To evaluate the performance of the system with a query seal against a collection
of documents, we use common ratio of precision (P ) and recall (R) for evaluation of
retrieval of documents. In Chapter 4, we explained the computation of precision (P )
and recall (R). In Fig.7.16, we compare the performance of seal detection system us-
ing two different text character shape features, namely angle-based approach, Zernike
moment and Hu moment. The precision is obtained 100% using these features during
the recall value until 20%. Then the performance on Hu and Zernike moments based
seal retrieval got degraded. The reason of lower performance is the poor recognition
of text characters. We compared Precision, Recall and F-ratio using both these ap-
proaches. The F-ratio is the harmonic mean of precision and recall and it is computed
as follows.

F = 2× precision× recall
precision+ recall
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In Table 7.8, we show the comparative result of overall performance using these two
character descriptors.

Figure 7.16: Precision-recall curve of document retrieval using different character
recognition features.

Table 7.8: Performance of seal detection system

Shape Descriptor Precision Recall F-Ratio
Angle-based 91.66% 91.91% 91.78%
Hu moment 85.35% 83.97% 84.65%

Zernike moment 89.78% 89.23% 89.50%

It is mentioned in Section 7.3.4 that a list of neighboring character pairs are found
from each text component using its N nearest neighbors. In Fig.7.17 we show the
average precision and recall plot of a query seal model in the whole database using
different number of neighbor component selection of our proposed approach. The
selection of number of neighbor character is checked because, the spatial organization
of the neighboring character pair depends on this criterion and based on each character
pair, the location of hypothetical reference point is voted. So, the more we select the
number of neighboring character pair for each character, the higher the performance
of the document retrieval system.

As discussed before, the documents in the historical dataset are sometimes de-
graded and as a result the text characters are broken or touched with graphical lines.
If the local text characters are not segmented or labeled correctly, our method may
not work properly. When we use less number of neighboring character pairs, it may
fail due to improper hypothesis generation. Hence, a valley appears in the precision-
recall curve (see Fig.7.17). When the choices of neighboring characters are more, the
system is benefited from the other text characters (far neighbour) and the proposed
approach is able to improve its performance based on the spatial relationships of
other characters. Hence, with more neighboring character pairs, our system has more
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strength to detect the seal in such documents and thus the valley slowly vanishes.

Figure 7.17: Precision-recall curve of document retrieval using different choice of
neighbor.

We have compared our result with object detection methods like SIFT [Low04]
and shape context [BMP02]. In Fig.7.18 we show the average precision and recall
plots of seal detection results obtained from our database. The procedures to detect
seals using these descriptors are designed as follows. A Harris corner detector is used
to detect the invariant key points. RANSAC fitting algorithm [FB81] is then used
to filter some false matches. From the result, it is noticed that the seal detection
approach based on local character recognition shows better precision accuracy than
other methods till 90% recall of the dataset. After that, recognition of text characters
within seal fails due to noise. So, the precision accuracy curve of seal detection of
angle based approach falls rapidly. Shape context did not provide good results in the
experiment.

The performance of seal detection approach using text component extraction found
better than patch based descriptors like SIFT. It is to be noted that using text char-
acter based seal detection scheme, we also have a semantic layer among the text
characters in the seal. The text string found using recognized characters can provide
a description of seal which is an added advantage of our approach.

Finally, we give an indication about the system’s computation time. When test-
ing the 530 documents in seal dataset for a query seal, the proposed method spent
approximately 3.4 seconds on an average to detect seal in each document (on a PC of
2.00-GHz T6400 Intel Core 2 Duo Processor). In Table 7.9 we compare the approxi-
mate processing time to run the same using different approaches.



146 SEAL DETECTION

Figure 7.18: Precision-recall curve using different methods.

Table 7.9: Computation time (in seconds) of seal detection system

Patch-based Descriptor Text-based Descriptor
SIFT Shape Hu Zernike Angle-based

Context moment moment Approach
2.1 2.7 3.3 3.9 3.4

7.5 Conclusion

In this chapter, we have presented a seal detection approach based on spatial ar-
rangement of seal content. A query seal is translated into a set of spatial feature
vector using its text character information. These features are used later to locate a
seal of similar content in documents. We have used a multi-oriented and multi-scale
text character recognition method to generate high level local feature to take care
of complex multi-oriented seal information. The recognition result of these character
components within seal region is used to generate local spatial information to classify
and detect the seal. Relative positional information of text string characters is used
for this purpose and hypothesis were generated based on that.

The existing approaches of seal detection consider the seal as a whole object. Use
of rotation invariant features [MY04] to recognize whole seal may not work properly
for the seals which are having similar boundary frames, frequent missing of text
characters or inclusion of background text characters. The approaches based on seal
frame detection [ZJD06] can not recognize the seal type in the document. Also, color
based approaches [UMM98] do not work for degraded binary images. Our approach
of seal detection based on GHT of local text characters overcomes such problems
efficiently. Moreover, our approach can detect the seal even if all the characters from
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the seal are not extracted.
We tested our method in a database of multi-oriented seal documents containing

noise, occlusion and overlapping. In retrieval of document images from database,
all components of a document pass through the recognition process and hence it is
time consuming. So, the improvement of the performance in terms of time could
be achieved if a pre-processing method (run-length smoothing) is applied to remove
non-seal information from the document. Also the use of boundary-shape information
(circular, rectangular, etc.) of seal may improve it further.
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Chapter 8

Conclusions

In this chapter we summarize the contributions of this thesis to the text character
extraction and recognition problem and also to the application of retrieval of graphical
documents based on recognition of text characters. Next, we present discussion and
some limitations of the proposed approaches. Finally some possible future directions
and some improvements of the proposed methods are discussed.

8.1 Contributions

In this thesis, we have introduced a framework for text character information extrac-
tion. We also presented two applications of graphical document retrieval based on
such text information. As explained in Chapter 1, our work has been motivated by
the problem of text extraction and retrieval of graphical documents. A lot of interest
is made worldwide for mass digitization of document collections and their storage in
digital libraries. It results the digital repositories become rich in information if these
information are semantically accessible. From a methodological point of view, the
main challenges appear in the difference in the structure of the graphical documents
and simple text documents.

The commercial OCR techniques may fail in graphical documents where text
characters are oriented and designed according to subject’s interest. In graphical
documents, text lines appear frequently in different orientations other than the usual
horizontal directions. Also, text and graphical line overlap many times. To cope
up these problems, we have contributed towards the interpretation and retrieval of
graphical documents along this thesis. Let us briefly summarize these contributions.

First, we have presented a novel feature shape descriptor based on angle informa-
tion for text character recognition in graphical documents. The proposed system
does not depend on the skew of the document and handles multi-oriented text as well
as normal text. Size and rotation invariant features are considered for the recognition
of multi-sized and multi-oriented characters.

As part of the OCR process, touching character segmentation is a major task for
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achieving higher character recognition rates. Character segmentation is thus applied
to word images for this purpose. We have proposed a scheme for touching charac-
ter segmentation of recognizing touching strings in multi-oriented and multi-sized
environment. The algorithm at first segments the touching character into primitives
and then finds the best sequence of model character shapes based on dynamic pro-
gramming algorithm using these primitive segments.

Next, a combination of bottom-up and top-down approach has been investigated in
the context of text character separation/spotting in graphical documents. Here,
at first, we grouped the connected component present in the document. Connected
component analysis, skeleton information, geometrical features, etc. are used to iden-
tify text and symbol from graphics. We have adapted SIFT for this application to
locate multiple instances of text characters which are overlapped with graphical lines
in different poses such as scale and rotation.

We have presented a new approach for text line segmentation. A key char-
acteristic of our approach is the use of foreground and background information for
this purpose. Background information is usually neglected by researchers. In our
approach, the background information is taken care using water reservoir concept
which guides our process to follow the text line. The approach is based on perceptual
laws of text characters in a line and it is easy to apply. We have demonstrated the
invariance nature towards rotation, scale, and affine transform to real world images.
One of the significant advantages of the proposed method is its flexibility. Our scheme
is independent of font, size and style of the text characters.

Next, we have proposed a word searching algorithm based on spatial arrange-
ment of character components in graphical documents. The text labels of connected
components and their pair information are used to index local spatial information
from them. Relative positional information of text characters in a string is used for
this purpose and hypothesis were generated based on that. One advantage of our
approach is that the system can detect the query word even if we do not extract all
the text characters of a query string.

Finally, we have presented a seal detection approach based on spatial arrange-
ment of seal content using GHT. A query seal is translated into a set of spatial feature
vector using its text character information. These features are used later to locate a
seal of similar content in documents. The character components within a seal region
are used to generate local spatial information to classify and detect the seal. Relative
positional information of text string characters is used for this purpose and hypothesis
were generated based on that.

8.2 Discussions

In this thesis we have made contributions in different stages of text analysis methods
and the application of such methods for document retrieval system from a collection
of graphical documents.

In the text information extraction part of the thesis we presented four different
stages: character recognition, touching n-character segmentation in multi-oriented
environment, text character segmentation from overlapped graphical lines and curvi-
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linear text line extraction. These methods improve the state-of-the-art approaches to
improve overall interpretation in graphical documents.

Multi-oriented isolated character recognition approach has been used to drive dif-
ferent modules in our thesis. We have tested this approach on character datasets with
two different Indian scripts namely: Devnagari and Bengali, besides Latin text. We
also presented the efficiency of this approach by evaluating with MPEG-7 dataset and
handwritten music symbols for its competence.

Although many techniques are available for segmentation of horizontal touching
characters, to the best of our knowledge there is no work towards multi-oriented
touching character segmentation. We have compared the segmentation approach with
different character recognition approached such as Angle based approach, Fourier
Mellin transform. Though, the work has been done in multi-rotation environment,
the angle of inclination of the touching string has been used to arrange the primitive
segments in sequential order. When facing real data arising from different orientations
of characters in a string, this assumption restrict the possibility of flexibility and the
performance of the character segmentation system drops.

For separating text characters in graphical documents, our system combines bottom-
up and top-down procedures to take care of this complex problem. It must be said
that, although experimental results show that the touching character spotting has
good performance, it has some limitation when it is applied to very degraded doc-
uments. Obviously, detection of the long graphical line separation suffers when the
image is degraded. In this kind of images, the thinning technique may not produce
good skeleton image. Hence, it may produce many small segments. In addition,
SIFT approach produces many false alarms which need other post-processing steps
for elimination.

In our proposed methodology of text line separation, the assumption was taken
that the text is present in foreground layer of the documents. Thus, the images were
binarized by adaptive threshold to convert the image into two-tone images. If the
image is in reverse contrast, i.e. black background and white foreground, our present
method can not handle. Our methods, thus, depend on efficiency of binarization
approach. Also, our system will not work well with color information in the document.
We have converted color images to binary images using a typical color to gray image
conversion technique and used the binary images for different experiments. More
focused color segmentation methods, precisely for documents can be useful for better
results. Most of the errors in our approach of text line segmentation are due to over-
segmentation of the characters in the text line. Many text lines are over segmented
and could not be joined together with the preprocessing system we have used [RPC04].

One of the novelty of this thesis is the detection of words on-the-fly in graphical
documents by segmenting and validating them at the same time. There are not
many published works with a complete system which can deal with word searching
in graphical documents. It is due to several limitations when trying to apply in large
collections of graphical documents. Most of these existing work [DMS95b] proposed
in the literature considered a fixed set of document with a single font of characters
for their experiment. Though our approach has limitations, we believe it is a step
forward in the analysis of graphical document applications.

The seal detection approach deserves its novelty due to the complexity of the
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problem. The existing approaches of seal detection consider the seal as a whole
object. Use of rotation invariant features [MY04] to recognize whole seal may not work
properly for the seals which are having similar boundary frames, frequent missing of
text characters or inclusion of background text characters.

We have formulated our approach to be scalable and adaptable to process large
collection of documents. It does not need a previous segmentation, thus provides
direct focus on seal detection. The approach is robust to detect seal in noisy, cluttered
document. We can therefore mention that combining individual character recognition
with a SVM and relational indexing using GHT method, our work can be classified
as a combination of a statistical and a structural approach.

The document retrieval performance is affected mainly due to broken text char-
acters in the document and the presence of long graphical lines over text regions. As
our methods are based on text character recognition, due to noise when characters
are broken and the broken components of a character could not be joined through
preprocessing, the character labeling process might be wrong. Hence the applications
of document retrieval based on characters are sometimes erroneous.

8.3 Future Lines of Research

The research carried out in this thesis has opened new perspectives and scope of
improvements in some of the points that are discussed below.

Text/graphics analysis is difficult problem in graphical documents. Thus, coordi-
nation between different levels of analysis is an important issue to research further.
The use of context information may solve this problem. The data transfer between
different steps of document analysis will improve the interpretation result. If a word
is partially extracted then this extracted information would be helpful in finding the
search area to look for other missing parts.

Since similar characters are grouped together in same class, the exact ASCII code
of character is not obtained from our character recognition process. It affects the
overall word retrieval process. It is because, the total number of characters is reduced
to the size of that of multi-oriented characters. Also, due to the rotation invariance
nature, the orientation information of character is missing. The orientation di-
rection may provide better information for the character alignment, hence that of
character string. Because, characters appear in string by nature. Thus, consider-
ing the direction of recognized character, the context information will be helpful to
interpret string better.

Though we have used two different Indian scripts namely Devnagari and Bengali
other than English script for performance evaluation of character recognition, these
languages have not been used in other methods of our thesis. Different methodologies
for text/graphics analysis need to be tested on graphical documents of different
scripts.

For example, in India, a seal document may contain words in two or more language
scripts. So, multi-script OCR is necessary to process these seal images. For OCR
development of such multi-script seal, it is necessary to separate different script words
before feeding them to the OCRs of individual scripts. We plan to work on multi-
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script separation for such graphical documents.
Color information is often used to describe text and graphical symbols in graph-

ical documents. As mentioned, our methods depend on character segmentation in
foreground layer of the document. If the foreground text information is in different
color, our method may not handle them properly. Proper color separation will be
helpful to handle them better. Thus, efficient color segmentation methods in such
documents will improve the overall performance of interpretation.

Performance of document retrieval in terms of time complexity should be im-
proved. As our document retrieval approaches depend on character recognition mod-
ule that is time consuming. There is a need to focus on reducing time by efficient use
of the recognition approach.

Finally, as it is mentioned in the Appendix, we have constructed our own data from
maps, electrical diagrams, etc. In addition, even we have used quite large databases,
the methods should be tested on mass data in order to assess their transference
to real systems. The scalability of the proposed methods should be checked by
analyzing other kind of technical documents such as electronic diagrams, mechanical
designs, architectural diagrams, etc.

In this thesis work, we have proposed two different applications of retrieval ap-
proaches based on text character information. We are planning to extend this work
for more robust document retrieval on archive of documents or document routing in
administrative departments. We believe that, our work will encourage the activities
of document retrieval based on graphical symbol (seal) and query text in archive of
graphical documents printed in other languages and English in particular.
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Appendix A

Databases

During the research of this work, several databases have been used, namely multi-
oriented isolated character symbols, touching characters, graphical documents, cam-
era based warped documents, seal database. Some of these datasets have been created
for validating the proposed methodologies. In this Appendix, we will explain in detail
all the datasets used in our experiments.

A.1 Multi-Oriented Isolated Characters

A.1.1 English Text Character

For the experiment of English character recognition, we considered data from two
different sources. One source of data is from graphical documents (e.g. map, seal
documents) and its size is 8,250. An automatic text separation method [RVL+07] has
been used to extract characters from graphical documents towards the development
of this dataset. In Fig.A.1, we show sample images of different styles and fonts of
English letter ‘A’ and digit ‘8’. Second part of the data was the data used in Pal et al.
[PKRP06] and the size of this data is 18,232. This collection is mainly from journals,
magazines, newspaper, advertisements and computer printouts. The text characters
are of arbitrary rotation and scale in both the datasets.

A.1.2 Text Characters from Indian Scripts

The alphabet of the modern Bengali script consists of 11 vowels and 39 consonants.
These characters may be called basic characters. Out of the 49 basic characters of
Devnagari script, 11 are vowels and 38 are consonants. The basic characters of Bengali
and Devnagari scripts are shown in Fig.A.2(a) and Fig.A.2(b) respectively. Writing
style in both the scripts is from left to right. The concept of upper/lower case is
absent in Bengali and Devnagari scripts.

In both Bengali and Devnagari scripts a vowel following a consonant takes a mod-
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(a)

(b)

Figure A.1: Different styles and fonts of (a) letter ‘A’ and (b) digit ‘8’.

(a)

(b)

Figure A.2: Basic characters of (a) Bengali and (b) Devnagari alphabet are shown.
First eleven are vowels and rest are consonants in both the alphabets.

ified shape. Depending on the vowel, its modified shape is placed at the left, right
(or both) or bottom of the consonant. These modified shapes are called modified
characters. Examples of modified character are shown in Fig.A.3. A consonant or
vowel following a consonant sometimes takes a compound orthographic shape which
we call as compound character. Compound characters can be combinations of two
consonants as well as a consonant and a vowel. Compounding of three or four char-
acters also exists in these two scripts. In both the script forms, there are about 280
compound characters [CP98].

Languages like Hindi, Nepali, Sanskrit and Marathi are popularly written in Dev-
nagari while Bengali, Assamese and Manipuri languages are written in Bengali script.
Moreover, Hindi and Bengali are the national languages of India and Bangladesh,
respectively. Also, Hindi is the third most and Bengali is the fifth most popular
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Figure A.3: Examples of Bengali and Devnagari modified characters

language in the world [CP98].
We constructed the dataset of multi-oriented Bengali and Devnagari characters.

Documents of different orientations from newspapers and computer printed materials
of Bengali and Devnagari scripts are collected. The documents contain four popular
fonts of both Bengali and Devnagari scripts. Different font sizes like, 12, 16, 20, 26,
30, 36 and 40 point-size characters are considered. The size of the dataset is 7,874 for
Bengali and 7515 for Devnagari characters. Some of these data are degraded using
Gaussian noise. We show some of the samples in Fig.A.4.

(a)

(b)

Figure A.4: Some examples of isolated characters from Indian language (a) Bengali
(b) Devnagari.
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A.2 Multi-Oriented Touching Characters

For the experiments of touching character segmentation, a database of touching com-
ponents is constructed using real as well as synthetic data. The real data is collected
from maps, newspapers and magazines. They are digitized in grey tone with 300 dpi.
Otsu binarization method [Ots79] is applied to convert them into two-tone images.
A text separation method [RVL+07] has been used to extract characters from docu-
ments, and the groundtruth has been generated manually. There are total 250 real
words present in the database.

The synthetic data have been generated using the system described in [DPV+08].
This database is composed of single-word images with different scales and orienta-
tions, with corresponding groundtruth at character level. Two different fonts namely,
Arial and Times New Roman fonts and 250 words for each font are used to generate
the datasets. The data are produced at first in vector graphics form with the corre-
sponding ground-truth. Next, vector graphics data are rasterized to obtain the test
images. In each word, this data generation method looks for the pairs of successive
characters, and makes them connected according to a Boolean value. Overlapping be-
tween characters is controlled using a Gaussian function. The words are selected from
a dictionary (of 52 country names), with random scaling and rotation parameters and
using predefined fonts. Each word consists of 7-8 characters in average.

(a)

(b)

Figure A.5: Some examples of n-touching characters in multi-orientation environ-
ment (a) Real images (b) Synthetic images.
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A.3 Camera Based Warped Documents

Camera-captured document images due to its unconstrained hand-held, usually con-
tain several types of degradations like perspective and geometric distortions, which
are not common in scanned images. Thus, camera-captured document images con-
tain non-straight textlines with high-degrees of curve in different directions. These
warped document images reduce human readability as well as OCR accuracy when
traditional OCR engines developed for scanned documents are used.

The camera based documents are taken from the CBDAR 2007 document image
dewarping contest [SB07]. CBDAR 2007 dataset contains 102 grayscale and binarized
document images of pages from several technical books captured by an off-the-shelf
hand-held digital camera in a normal office environment. In Fig.A.6, we show two
warped documents.

Figure A.6: Some examples of CBDAR 2007 dataset.

A.4 Direction Boards

We have used a dataset of direction board images, captured in color tone with 3 Mega
Pixels digital camera from university campus. The images contain text lines, printed
in a dark color compared to the background. These images contain several types of
degradations like perspective and geometric distortions. There are total 20 different
direction signs which contain 5 text lines in average. The images are captured in such
a way, that the text lines in the direction board are with perspective and geometric
distortions. In Fig.A.7, we show some direction board images.
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Figure A.7: Some examples of direction board indications.

A.5 Graphical Documents

We considered documents of maps, electrical diagrams, seal documents in our collec-
tion for the experiment on graphical documents. These are discussed below.

A.5.1 Map Documents

Real Maps

The real data is collected from maps of 2 different resources. One set of maps are
from geography books. The data were digitized by a flatbed scanner at 300 DPI. The
average size of these map images are 1200 × 1200. We have considered 20 different
real geographical maps for our work. There are approximately 35-40 words in each
document.

The other set of real maps are selected from historical archive of project “Car-
tography”. See Fig.A.9, where a portion of the document is shown. These images
contain text printed in dark color compared to the background.
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(a)

(b)

Figure A.8: Some examples of real maps in gray tone.

Synthetic Maps

The synthetic maps are generated using an automatic system described in Delalandre
et al. [DPV+08]. The backgrounds (graphical lines, boundaries etc.) of these maps
are taken from a few real maps and the text words of country/river names are placed
in the foreground using a set of rules. The graphical long lines i.e. geographical
borders and rivers in these maps are kept fixed. The text portions are randomly
placed and oriented to generate different synthetic documents. Arial font is used for
annotation purpose in these maps. The long graphical lines are overlapped with text
in many places. The arrangement of characters in text strings are of both linear
and curvilinear. There are total 200 maps in the datasets. We show two maps with
different background in Fig.A.10.
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Figure A.9: Portion of a color map from historical archive.

(a) (b)

Figure A.10: Some examples of synthetic maps in binary image.

A.5.2 Electrical Diagrams

The dataset of electrical diagrams consisted from the collection of NISSAN dataset
of CVC and some diagrams from CBDAR dataset. These documents are digitized in
grey tone with 300 dpi. Average size of the images are 2500 × 3500. We collected 15
such diagram images to test our method. To have an idea, we show some images in
Fig.A.11.
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(a) (b)

Figure A.11: Some examples of electrical diagrams dataset.

A.5.3 Seal Documents

We have considered a historical archive of documents containing seal documents. The
archive contains border records from the Civil Government of Girona[LKMS08]. It
consists of printed and handwritten documents between 1940 and 1976. The docu-
ments are related to people going through the Spanish-French border. These docu-
ments are organized in personal bundles. For each one, there is a cover page with
the names of people whose information is contained in this record. In each bundle
there is very diverse documentation, so we can find safe-conduct to cross the border,
arrest reports, information of professional activities, documents of prisoners transfer
to labor camps, medical reports, correspondence with consulates, telegram, etc. This
documentation has a great importance in the studies about historical issues related
with the Spanish Civil War and the Second World War. From the digital archive
of scanned document images it is interesting to extract information regarding peo-
ple (names, nationality, age, civil status, dates, location of arrest, etc.) that can be
used for indexing purposes. Depending on the location of office of registration, the
documents contain different types of seal. The documents were scanned in 200 dpi
and these are in binary form due to the constraints of the digitization process. Some
examples of documents containing seals are shown in Fig.A.12.

In our database of seal documents, there are mainly 3 types of seal shapes, e.g.
circular, elliptical and rectangular. Text information is annotated in straight or curve
way according to the shapes of seals. The seals are posted in different orientations and
in different locations. There is missing of seal information due to noise or overlapping
signatures. Sometimes, due to stamping on to text documents, many additional text
characters of the document itself are also present inside the seal region.
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Figure A.12: Some examples of documents containing seal symbols.
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