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“A person can spend his whole life between four walls. If he doesn’t think or feel that

he’s a prisoner, then he’s not a prisoner. But then there are people for whom the whole

planet is a prison, who see the infinite expanse of the universe, the millions of stars and

galaxies that remain forever inaccessible to them. And that awareness makes them the

greatest prisoners of time and space.”

Vladimir Bartol, Alamut
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Introduction

Nuclear medicine is a branch of medicine that employs radioactive substances for either

the diagnostic or treatment of human diseases. Nuclear medicine can provide a map of

the physiologic activity in a human body with diagnostic techniques such as Positron

Emission Tomography (PET). In this technique, a biochemical substance with a ra-

dionuclide attached to it, a radiotracer, is injected into the patient and gets distributed

throughout the body. The radiation coming from the patient body is detected by a

scanner and the data is processed to obtain an image.

The functional activity information is very useful to detect anomalies in regions with

similar density where anatomic diagnostic techniques cannot spot them. PET is a very

useful diagnostic tool given that changes in the physiology of a human body appear

usually earlier than anatomic changes. PET is usually used to diagnose most type of

tumors [32]. PET is also employed for the staging of cancer treatments and to study the

response of the patient to such treatments [33]. Apart from its use in oncology, PET

is an indispensable tool in the study and diagnostic of brain diseases such as Parkinson

[34], Alzheimer or epilepsy.

The principle of PET is based on the detection of two photons created in a positron-

electron annihilation. The radiotracer emits a positron which annihilates with an elec-

tron of the surrounding media after traveling a short distance of a few millimeters in the

body. In this annihilation, two photons, each with an energy of 511 keV, are emitted

in opposite directions. The detection of these two photons allows to define a Line Of

Response (LOR) between the two detection points. By acquiring many of these LORs

and applying reconstruction algorithms, the position of the origin of the annihilations

can be estimated. The map of the annihilations is an estimation of where the most

active regions of the biochemical substance are located inside the body.
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Introduction 2

State-of-the-art PET scanners are made of scintillation detectors coupled to photo-

detectors [35–37]. Scintillation detectors offer a very good stopping power for photons of

511 keV and very good timing resolution. For these reasons scintillation crystals are still

the main choice for PET detectors. However, scintillation detectors have some intrinsic

limitations like poor energy resolution and a segmentation into high granular 3D voxels

[4]. Therefore, only a moderate signal purity can be achieved and a poor spatial reso-

lution is obtained, which causes a displacement of the measured LOR from its correct

value, called parallax error. Devices to obtain the depth-of-interaction (DOI) position

along the radial axis are under development but they rarely obtain a spatial resolution

better than 1.5 mm FWHM [38].

Semiconductor detectors can overcome the intrinsic limitations of scintillation detec-

tors. Such detectors can provide an alternative solution and lead the new generation

of nuclear medicine imaging scanners. Devices employing semiconductor detectors for

nuclear medicine applications have already been built [39, 40]. Semiconductor detectors

can be segmented into 3D voxels down to a few tens of micrometers pixel pitch and with

a thickness from a few hundreds of micrometers to a few centimeters. Hence, they can

be designed to achieve a submillimeter spatial resolution in the radial direction with-

out employing any DOI reconstruction algorithms. They also offer a very good energy

resolution that allows to discern between good and bad events and increase the signal-

to-noise ratio (SNR). Finally, they are compatible with high magnetic fields when they

are oriented properly so they can be employed simultaneously with magnetic resonance

imaging (MRI) scanners.

The Voxel Imaging PET (VIP) Pathfinder project proposes a novel PET scanner design

based on pixelated CdTe detectors [41]. The purpose of this design is to solve the

problems of scintillation crystals in PET. The excellent energy resolution achieved by

CdTe detectors allows to apply an excellent rejection of scattered events and, therefore,

to increase significantly the purity of the data sample. The 3D design gives a precision

on the impact point in the radial direction of, at least, 1 mm, which reduces the parallax

error. Finally, the design is made in such a way that an MRI scanner would not affect

the PET performance given that the electric field of the detectors and the magnetic field

of the MR device are parallel.



Introduction 3

This thesis describes the characterization of the CdTe detectors at different stages: sin-

gle pixel detector, pixel detector with commercial readout and pixel detector with the

VIP developed readout. The theoretical overview describes the interaction mechanisms

of positrons and photons with matter, the functionality of scintillation detectors, the

photo-detectors used for scintillation detectors readout, and semiconductor detectors

with special focus to pixel and CdTe detectors. In the nuclear medicine chapter, a com-

plete overview of such techniques and the state-of-the-art of the scanners are presented.

The details of the VIP project are described in the third chapter with special focus

to the VIP-PIX chip. Chapters four, five and six present the work on the single pixel

diode, the pixelated diode, and the VIP-Detector, respectively. The setups employed for

the measurements are described and the results are presented for each of the analyses.

Finally, the results obtained are discussed in the conclusions and are put in the context

of the state-of-the-art devices for radiation detection in nuclear medicine applications.



Chapter 1

Principles and Techniques of

Photon Interaction and Detection

Good comprehension of the physics in nuclear medicine techniques is crucial to un-

derstand the behavior, problems and potential improvements of the nuclear medicine

scanners. This chapter makes emphasis on the physics concepts behind such techniques.

It explains the properties of the radiation processes and the main interaction mechanisms

of the particles emitted with matter.

This chapter covers the radiation detectors that are used in nuclear medicine. In partic-

ular the scintillator detectors, different types and characteristics, and the photo-sensors

used with such scintillator crystals. Finally the chapter touch down on the semiconduc-

tor detectors and their mode of operations.

1.1 Positron Interaction with Matter

Positron is usually emitted by a nucleous through a beta+ decay. The radionuclide in

the radiotracer for PET undergoes a beta+ decay and emit a positron. A proton, p, of

the nucleus is transformed into a neutron, n, and emits a positron, e+, and a neutrino,

ν, as shown in Eq. 1.1.

p→ n+ e+ + ν. (1.1)

4
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Figure 1.1: Shape of a typical positron energy spectrum in a β+ decay. Adapted
from [1] p.67.

Given the extremely low interaction probability of the neutrino with matter, the only

effective out-coming radiation from the nucleus is that of the positron. In each decay

transition, the energy released by the nucleus is shared by the positron and the neutrino

and the energy of the positron, Ee+ , follows a continuous distribution of probability with

0<Ee+ <Q as shown in Fig. 1.1.

Free positrons travel in the media with a velocity according to the kinetic energy they

have received. When positrons have lost most of their energy and travel at low velocity,

they form a bounded system with an electron of the surrounding media. This system

is called a positronium. The average distance the positron travels before it forms a

positronium with an electron is proportional to its energy.

The positronium is a very similar state to that of the hydrogen atom, but instead of an

electron with an orbit around a proton, now both the electron and the positron move

in orbits around their center of mass. The positronium decays by means of a positron-

electron annihilation. If the positronium is assumed to have, ideally, zero momentum,

a pair of two back-to-back gammas of 511 keV will be emitted in completely opposite

directions. However, the positronium normally has a slight momentum due to the kinetic

energy of either the electron or the positron. In such case the angle between the two

photons is slightly less than 180◦. The higher the momentum of the positron, the bigger

Ψ, the deviation from 180◦, is. The process is sketched in Fig. 1.2.
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Figure 1.2: Scheme of the momentum of photons emitted in a positronium decay
(E1 and E2) and the positronium momentum (P±).

1.2 Photon Interaction With Matter

Photons interact with matter by means of Rayleigh scattering, Compton scattering,

photoelectric absorption or pair creation. The probability of each mechanism to oc-

cur depends on the energy of the photon and some properties of the material like its

density or its effective atomic number, Z. In Fig. 1.3 the partial cross section of these

mechanisms for photons interacting in lead as a function of the photon energy is shown.

The photons of interest in this work are those within a range of few keV up to 511 keV.

At this energy and for scintillation crystals and semiconductor materials, the dominant

process are Compton scattering and the photoelectric effect, described in further detail

in the next sections.

1.2.1 Photoelectric absorption

In a photoelectric absorption a photon interacts with electrons bound to the atoms of

the media and disappears. This interaction does not take place between photons and

free electrons. The photon transfers all its energy to an electron bound to an atom

and, in case the photon is energetic enough, the electron becomes free and is called

photoelectron. This photoelectron usually comes from a low energy shell of the atom

and has an energy of

Ee− = Ei − Eb, (1.2)

where Ei is the incident photon energy and Eb the binding energy of the electron in

its original shell. The probability of a photon to undergo a photoelectric absorption is

proportional to Z4 of the material.
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Figure 1.3: Linear attenuation coefficient and its contributions in CdTe. Data from
[2].

The photoelectron leaves a vacancy in a lower shell of the atom. This vacancy will very

likely be filled by an electron from a higher shell, which at the same time could leave a

vacancy and produce the same effect. Every time an electron jumps to a lower shell a

characteristic X-ray photon is emitted. This photon has an energy of

EX = Eb′ − Eb, (1.3)

where Eb′ is the energy of the electron in the higher shell. If the electron de-excites to

the K shell coming from the L the photon is called Kα, if it comes from the M shell it

is called Kβ, and so on.

These characteristic x-ray photons have energies of the order of a few tens of keV and

are usually reabsorbed quickly in the media. For radiation detectors with small size, the

x-ray can escape without interacting with the material, and small peaks corresponding

to each transition can be observed next to the main photo-emission peak.
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Figure 1.4: Compton scattering between a photon and an electron at rest.

1.2.2 Compton scattering

The Compton effect is the process of inelastic scattering of an incident photon with an

electron in the absorbing material. In this process, the photon undergoes a change of

direction with an angle θ with respect to the incident direction, as sketched in Fig. 1.4.

The photon transfers part of its energy to the electron which is then called recoil electron.

Applying the conservation of the four-vector energy-momentum and assuming the elec-

tron to be initially at rest, one can express the energy of the out-coming photon, Ef ,

in terms of the energy of the incident photon, Ei, the electron rest mass, me, and the

scatter angle, θ:

Ef =
1

1
Ei

+ 1−cosθ
mec2

. (1.4)

The probability of a photon to have a Compton interaction with a material depends

linearly with Z. The differential cross-section per solid angle of the Compton interaction

for an incident photon of energy Ei is predicted by the Klein-Nishina formula (from [3]

p.51)

dσ

dΩ
= Zr20

(
1

1 + α(1− cosθ)

)(
1 + cos2θ

2

)(
1 +

α2(1− cosθ)
(1 + cos2θ)[1 + θ(1− cosθ)]

)
, (1.5)

where α = Ei/(mec
2) and r0 is the classical electron radius. Eq. 1.5 is plotted in Fig. 1.5

for different values of photon energy. For incident photons with a few eV energy, all the

scattering angles are likely to be produced while for higher values of the order of MeV

forward directions are much more likely to occur than backward directions.

In reality the electron is not initially at rest and has a slight momentum. This momentum

produces a smearing of the energy of the scattered photon with respect to the prediction
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Figure 1.5: Klein-Nishina distribution in a polar plot for differed incoming energies.
The θ direction gives the Compton angle and the radial axis indicates the probability
of that angle to occur.

Figure 1.6: Energy spectra of the outcoming photons.

in Eq. 1.4. This effect is known as Doppler Broadening.

The energy spectra of the out-coming photons for a fixed incident energy is shown in

Fig. 1.6. One can see three effects. First, the single peak corresponding to the photons

that have not undergone a Compton interaction, the full energy peak. Second, the

forbidden region between the Compton edge and the full energy peak. And finally, the
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Figure 1.7: Energy band structure of an activated crystalline scintillator. From [3]
p.232.

Compton distribution, that goes from the Compton edge, where photons deposit the

maximum energy and produce back-scattering (θ = π), down to 0, where the scattering

angle is almost 0.

1.3 Scintillation Detectors

Scintillation detectors absorb ionizing radiation and convert part of the absorbed energy

into visible light. Scintillation materials can be found in either solid or liquid state and

they can be crystalline or non-crystalline, and organic or inorganic. The widespread type

of scintillation materials allows to choose which to use according to their properties.

Inorganic scintillation crystals are very appropriate for photon detection and energy

measurement. The scintillator produces light with an intensity proportional to the

deposited energy. For the particular case of PET, inorganic scintillator crystals are

useful because their high density and atomic number gives them a high stopping power

for gammas with energies of a few hundreds of keV. In this case a photodetector is

needed to transform the light pulse into an electric signal.

1.3.1 Scintillation Mechanism

Inorganic scintillator materials are doped with activator materials in which the band gap

is smaller than in the rest of the lattice, see Fig. 1.7. When ionizing radiation interacts

with the crystal an amount of free electron-hole pairs are produced. These particles

move along the crystal until they get trapped into the activation centers due to their

lower energy state. In the decay to the ground state of the activator center, visible light

is emitted. The frequency of the visible photons and the decay rate strictly depends



Chapter 1. Principles and Techniques of Photon Interaction and Detection 11

on the properties of the activation center. The overall efficiency of the conversion of

deposited energy into visible light is, according to [42]

η = βSQ, (1.6)

where β is the conversion efficiency of the photon to electron-hole pairs, S is the transfer

efficiency to the energy held by the electron-hole pairs to the luminescence centers, and

Q is the quantum efficiency of the luminescence centers themselves.

Scintillator crystals are the main choice for gamma spectroscopy in such different ap-

plications as astronomy, homeland security or medical imaging [36, 43, 44] due to their

good stopping power for gammas given their high density and Z. This increases the

detecting efficiency of the device and reduces the probability of generating Compton

interactions in the material, which is an undesirable source of noise for nuclear medicine

imaging scanners.

1.3.2 Characteristics of Scintillators

Scintillation detectors have good timing properties. The decay time is relatively short

and they also have a small time jitter. This allows to measure the detection time with

very good precision and to achieve high count rates.

Some scintillators are hygroscopic, i.e., they absorb water from the environment and

their performance is affected. This creates extra problems in the packaging problems

that may be added to the possible fragility of the crystal.

The photon yield is defined as the average number of photons created per unit of en-

ergy. With a higher photon yield more photons will be emitted and there will be less

fluctuation in the number of photons. The statistical fluctuation is therefore reduced

and the energy resolution improves.

The coupling between the crystal and the photodetector is also important. The transmis-

sion of the light pulses into the photodetector coupled to the scintillator is better when

both have similar refractive indices. The desired refractive index for a photodetector in

this case is around 1.5.
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The properties of different scintillator crystals are summarized in Tab. 1.1.

1.3.3 Scintillator Crystals for PET

The scintillation crystals used in commercial PET scanners are LSO [36], LYSO [35]

and BGO [37]. Other scintillators like BrF2 (fast component) and plastic offer excellent

timing properties, but the low photon yield in the first case and the low density in the

second make them less efficient than other candidates to capture the gamma photons

and measure their energy. On the other hand, the CdWO4 has very similar density,

Z and photon yield than LSO or BGO and could be a good choice to capture gamma

photons and measure their energy but due the low decay time it is not a good choice for

PET.

1.4 Photodetectors

The intensity of the light emitted by a scintillator is usually measured by means of a

photodetector. Photodetectors are radiation detectors able to measure light intensity

by transforming the light pulse into an electric pulse with an amplitude proportional to

the intensity. When a photodetector is coupled to a scintillation crystal new bounds are

added to the overall detector performance.

The main characteristics of a photodetector coupled to a scintillation crystal are the

quantum efficiency (QE), the gain and the response time jitter. The QE is the ratio of

the detected photons over the total emitted by the crystal. A low quantum efficiency of

a photodetector results in an effective reduction of the detected scintillation light and

so, a degradation of the energy resolution of the overall detector. A photodetector with

high gain can deliver a signal to be directly processed whereas a photodetector with low

gain might require extra amplification steps that might add extra noise. A good timing

response of the photodetector is also important if the full detector is desired to achieve

high count rates.

The three main types of photodetectors for scintillation crystals are the Photomultiplier

Tubes, (PMT), the Avalanche Photodiodes, (APD) and the Silicon Photomultipliers,

(SiPM). The quantum efficiency, time performance and other interesting features of
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PMT APD SiPM

Gain 105-107 50-100 105-106

Time jitter [ns] 0.3 >1 0.1

QE @ 420nm [%] ∼25% ∼70% 10-40 (PDE)

Bias [V] ≥1000 100-1500 15-100

Temperature coefficient [%/◦C] ¡1 2-3 3-5

Magnetic field sensitivity Yes No No

Active area 1-2000 cm2 1-100 mm2 1-10 mm2

Table 1.2: Comparative of the three types of photo-detectors typically used with
scintillators. Data compiled from [4, 5, 25, 26].

Figure 1.8: Basic elements of a PM tube. From [4].

these different devices are summarized in Tab. 1.2. The three photodetectors will be

further explained in the next sections.

1.4.1 Photomultiplier Tubes

PMTs are photo-detectors commonly used in medical imaging for the readout of scin-

tillation crystals. More than 80 years after its development they are still the most

employed photo-detectors to convert scintillation photons into an electric signal. They

offer high gain and very good timing properties. Because of their excellent time resolu-

tion of less than 1 ns, they are be very well appreciated in PET applications, specially

in Time-of-Flight PET (ToF-PET) [45–48].

The main structure of a PMT is shown in Fig. 1.8. Although they can be designed in

many different shapes, the same working principle applies. A PMT consists of a vacuum

tube in which there is a photocathode, several electrodes called dynodes and an anode.
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Dynode Collection Efficiency Features

circular-cage good compact, high speed

box-and-grid very good high collection efficiency

linear-focused good high speed, high linearity

venetian blind poor large input window

fine mesh poor for use in high magnetic field, high linearity

MCP poor ultra-high speed

Table 1.3: Characteristic of dynodes. From [27].

1.4.1.1 Principle of Operation

Photons interact with the photocathode by means of the photoelectric effect, in which

photoelectron is produced. The probability of the photocathode to interact with the

light photons is given by the quantum efficiency. A bias voltage is applied between the

dynodes in such a way that when the photoelectron appears in the photocathode it

drifts towards the first dynode. The photoelectron collides with the first dynode and

generates more photoelectrons which will drift towards the next dynode. The shape of

the dynode is important in order to focus the electrons to the next dynode and avoid a

large spread in transit path lengths. In every dynode the number of electrons produced is

multiplied. For n dynodes with an average electron gain N , the overall gain is G = Nn.

Different structures of dynodes lead to different characteristics. An overview of these

characteristics for each structure is shown in Tab. 1.3. The last electrode is the anode,

where the final signal is induced.

1.4.1.2 PMT Characteristics

PMTs usually have from 10 to 15 dynodes with an electrical potential difference of 100 V

to 150 V each. The total bias voltage to apply to the PMT is between 1000 and 2000 V.

The drift time of electrons inside the PMT does not depend on the amount of photo-

electrons produced in the photocathode, i.e., the timing response of the detector does

not depend on the deposited energy. This leads to a reduced time jitter as mentioned

before.

The QE is of extreme importance in the very first dynodes because their fluctuation

affects more to the overall statistical fluctuation of the PMT, and therefore, the energy

resolution of the detector. Moreover, the electric field inside the PMT has many different



Chapter 1. Principles and Techniques of Photon Interaction and Detection 16

orientations. Unlike semiconductor detectors, a PMT cannot be operated under strong

magnetic fields.

1.4.2 Avalanche Photodiodes

In an APD, the photon interacts with the semiconductor bulk and creates an electron-

hole pair by means of the photoelectric effect. This electron is later multiplied due to

the avalanche process that takes place in a semiconductor diode when a big bias voltage

is applied. APDs offer a high QE and good energy resolution. Moreover, they can

be operated under strong magnetic fields without a deterioration on their performance

when the electric and magnetic field are parallel.

Among their drawbacks there is the limited gain, that usually requires extra amplifica-

tion steps in the readout process, response time jitter over 1 ns and a performance very

sensitive to the bias voltage.

1.4.2.1 Principle of Operation

The gain of the APDs depends on the bias voltage applied and the temperature of the

diode. For this reason, very stable conditions are required to achieve a good energy

resolution of the device.

The most common configuration used to fabricate APDs, among others, is the reach-

through configuration, which is shown in Fig. 1.9. It consists of four regions: the bulk

region, π, the two electrodes, which are p+ and n+ doped, and a p doped region between

the bulk and the n+ electrode.

Light photons cross the p+ layer and interact in the bulk, π. Light photons usually

interact through the photoelectric effect given their reduced energy, <4 eV, and produce

an electron-hole pair. Electrons and holes drift towards opposite anodes, n+ and p+

respectively, due to the bias voltage applied. Holes reach the electrode and get trapped.

When electrons reach the p region, called multiplication region, additional electron-hole

pairs are created in a cascade process due to the higher electric field. The extra electrons

produced drift towards the n+ electrode and induce a current signal.
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Figure 1.9: A configuration for an avalanche photodiode is sketched at the top of
the figure. Below is a plot of the resulting electric field when a bias voltage is applied.
From [3], p.291.

1.4.2.2 APD Properties

The typical gain achieved by this kind of devices is of the order of a few hundreds

[49, 50]. The magnitude of the signal is not enough to apply signal processing, therefore

an amplifier has to be coupled to the APD output. Another inconvenience is the noise

created in the avalanche process due to the fluctuation of charge carriers. The relative

noise to the total signal increases depending on the multiplication factor [51]. This effect

is known as excess noise and is evaluated quantitatively as the excess noise factor.

Anti-reflective coating is used around the surface of the semiconductor to achieve a good

QE. The QE of these devices, which depends on the photon wavelength can reach 90%

[52]. Another attractive feature of APDs is their compatibility with strong magnetic

fields. Since the typical thickness of APD is of a few hundreds of micrometers, the

electron drift is not affected by the magnetic field.

The main disadvantage of APDs is their timing response. The timing response depends

on the impact point along the drift direction and, hence, the time jitter is big compared

to that of PMTs.

The timing and energy resolution performance of a scintillator detector coupled to an

APD for different bias voltages is shown in Fig. 1.10. The timing resolution does not
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Figure 1.10: Variation of energy and timing resolution as a function of APD bias.
From [4].

Scintillators PMT APD

LSOref 12.4 9.5

LSOA 11.8 10.4

LSOB 11.2 9.8

LSOg 12±1 10.2±0.1

LYSOg 13±1 10.2±0.3

GSO 13.7 7.5

BGO 20.9 10.5

Table 1.4: Energy resolution in % of 4 × 4 × 10 mm3 scintillators at 662 keV
(137Cs). From [28].

reach in any case values less than <1 ns, like PMTs, but the energy resolution is slightly

better. A comparison of the energy resolution for PMTs and APDs coupled to different

scintillator crystals is shown in Tab. 1.4. In all cases the APD has clearly a better energy

resolution than PMT.

1.4.2.3 Geiger Mode APD

The increase of the bias voltage in an APD increases the gain. This is due to the fact

that when electrons are accelerated they are more likely of ionizing other atoms in the

lattice and multiply themselves. The breakdown voltage is that voltage at which the

rate of multiplication of electrons is equal to the rate of the “extraction” of the electrons

from the diode. When an APD is operated above the breakdown voltage the current

produced in a single photon detection grows exponentially with time. The current will

increase as much as allowed by the power supply applied to the diode. This behavior is

comparable to that of the Geiger counter in gas detectors.
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Geiger-Mode APDs (GM-APDs) or Single Photon ADPs (SPADs) are APDs operated

at a bias above the breakdown voltage. Once a single photon is detected and the diode

enters in a Geiger mode, the current flowing through the diode is continuous and has to

be stopped by means of an electronic circuit. The process of stopping the continuous

discharge after a particle detection to make the diode stable and ready do detect another

particle again is called quenching. The simplest way to obtain a quenching circuit is to

place a resistor between the voltage supply and the photodiode.

GM-APDs show timing properties comparable to PMTs with high timing resolutions of

a few tens of nanoseconds [53–55]. They are also capable of working in high magnetic

fields. They are excellent as photon counters but they cannot measure the energy and

they have a relatively large dead-time after each photon detection.

1.4.3 Silicon Photomultipliers

SiPMs are arrays of small GM-APDs of reduced size connected in parallel and delivering

a single output signal. SiPMs are, essentially, APD detectors. However, they offer a gain

comparable to that of PMTs of the order of ∼105-106 and a response time jitter below

a nanosecond. Like the APDs, SiPM can work in the presence of high magnetic fields.

For these reasons SiPM is becoming a preferred choice for the readout of scintillator

crystals.

1.4.3.1 Principle of Operation

Each of the cells of the SiPM behaves as explained in Sec. 1.4.2.3. The typical size of

each cell is from ∼20×20 µm2 to ∼100×100 µm2 and each SiPM has of the order of

103-104 cells. All cells are connected in parallel through a quenching resistor and the full

array delivers a single output. An electronic schematic of a SiPM is shown in Fig. 1.11.

Each cell needs to recharge after a detection and is inoperative for a dead time that

depends on the quenching resistor and the capacitance of the cell, i.e., the cell size. The

single cell dead time lasts typically from tens to hundreds of ns but due to after-pulse

effects like cross talks between neighbor cells or delayed release it can go up to the order

of µs.
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Figure 1.11: Schematic of the equivalent circuit of a SiPM with 6 cells.

The probability to detect a photon with a SiPM device is measured by the photon

detection efficiency (PDE), which depends on the QE of the active area, the ratio of the

sensitive to total area (εgeometry) and the probability of a carrier in the active cell to

initiate a Geiger discharge (εGeiger) as follows

PDE = QE × εgeometry × εGeiger. (1.7)

1.4.3.2 SiPM Properties

The bias voltages applied to the SiPM cells are usually less than 100 V. Given their

extremely thin shape, such voltages are enough to exceed the breakdown voltage. The

performance of SiPMs is extremely depending on the bias voltage. The gain is very

sensitive to variations of the bias voltage as it is shown in Fig. 1.12. One can see that

not only the gain of the device gets affected but also its linearity. At 71.1 V the system

is fairly linear whereas for 72.5 V (an increase of < 2% of the absolute bias voltage) the

behavior is far from being linear.

As other semiconductor detectors, SiPM are also sensitive to temperature. In Fig. 1.13

the relative gain of a SiPM device as a function of the temperature is shown. The detector

gain decreases almost 25% with an increase of temperature of 10◦C. Furthermore, in the

case that the device employs a quenching resistor, the change of the resistivity due to



Chapter 1. Principles and Techniques of Photon Interaction and Detection 21

Figure 1.12: Effects of non-linear SiPM operation on identification as a function of
photon energy and for different bias voltages. Data was taken with a SiPM with a
3×3 mm2 cross-sectional area from Hamamatsu (50 µm micro-cell size). The
scintillator used was a 3×3×5 mm3 LSO crystal element. From [5].

Figure 1.13: Dependence of SiPM gain on temperature. Data taken with a SiPM
with a 1×1 mm2 cross-sectional area from Hamamatsu (50 µm micro-cell size). All
the temperature measurements were performed at a constant SiPM bias. From [5].
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temperature variations can lead to changes on the pulse shape with other implications

not only in the gain but also on recovery time and timing performance.

SiPMs show high dark count rate. Dark counts are signals created in the cells by

other reasons than the incoming photons, like thermal excitation or after-pulsing effects.

The dark count rate depends on the bias voltage and on the temperature, as shown in

Figs. 1.14 and 1.15 respectively, and can reach values of up to several MHz.

Figure 1.14: Dark rate vs. Bias
voltage (T=25◦) for a SiPM
device. From [6].

Figure 1.15: Dark rate vs.
Temperature (constant gain) for a
SiPM device. From [6].

The time resolution of SiPMs depends on the trigger threshold at which the output

signal is compared to a predetermined DC level: the closer the threshold is to the noise

baseline, the better time resolution is achieved. The bias voltage affects the breakdown

timing properties and, hence, the time resolution of the device. A plot of the coincidence

time resolution for two SiPMs of 50 µm pitch vs the bias voltage and at different trigger

threshold values is shown in Fig. 1.16. One can see that the best timing resolution

(220 ps) is achieved for the lowest trigger threshold (50 mV) and for a relatively large

bias voltage (72.4 V).

The intensity of light that interacts with a SiPM is proportional to the amount of cells

that undergo a breakdown discharge. Given that all the output signals of all the cells are

summed, the height of the pulse is a measure of the deposited energy on the scintillation

crystal. SiPMs offer an energy resolution comparable to that of PMTs, as shown in

Fig. 1.17. A small increase in bias voltage will improve the energy resolution of a SiPM.
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Figure 1.16: Coincidence time resolution for a Hamamatsu S10931-050P SiPM vs
bias voltage for different trigger thresholds. The best value is achieved
(220 ps FWHM) at 72.4 V. From [7].

Figure 1.17: The energy resolution measured with CsI(Tl) 3×3×3 mm3 coupled to
the MPPC 025C (for two bias voltages) and in comparison with PMT XP2020Q.
Errors bars are within size of the points. From [8].
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Figure 1.18: Band structure for electron energies in insulators and semiconductors.
From [3] p.354.

1.5 Semiconductor Detectors

Semiconductor materials offer very good properties as radiation detectors. Their small

pixel pitch, detector thickness, large bandgap, and high yield of e−/keV makes them

suitable for different applications. They achieve an excellent energy resolution due to

the lower statistical fluctuation compared to other radiation detectors such as scintillator

crystals and they can be operated under strong magnetic fields.

Among their drawbacks there are the large jitter in the trigger time stamp, the high

manufacturing cost, and the complexity on the readout electronics, which require low

noise and compact size.

The most commonly used semiconductor detectors are silicon (Si), germanium (Ge),

cadmium telluride (CdTe), cadmium zinc telluride (CZT) and gallium arsenide (GaAs).

1.5.1 Semiconductor Band Structure

Semiconductor materials have periodic crystalline lattices with allowed energy bands

where the electron can travel along all the bulk, called conduction bands. Valence bands

which keep the electron bound to one single atom. Depending on the energy gap be-

tween the conduction and valence band, the material is considered an insulator or a

semiconductor, as shown in Fig. 1.18

For energy gaps of about 5 eV or more, thermal excitation of electrons, at reasonable

temperatures, is very unlikely to happen and the conduction band remains empty. For a
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Figure 1.19: Structure of a semiconductor detector and sketch of its funtionality.

bandgap of 1 eV, thermal excitation becomes feasible and some electrons can populate

the conduction band. The higher the number of electrons in the conduction band, the

more conductor the material becomes.

Semiconductor materials become more conductive with temperature increase due to

higher rate of valence-to-conduction band transitions of electrons.

1.5.2 Semiconductor Detector Structure

A coplanar semiconductor detector consists of a bulk semiconductor material sandwiched

by two electrodes. A bias voltage is applied between the electrodes to create a depletion

region in the semiconductor. A depletion region is the part of the material from where,

due to the electric field, all the free charges have drifted towards a region closer to

the electrodes. In Fig. 1.19 the electrodes and the depletion region of a semiconductor

detector are sketched.

1.5.3 Principle of Operation

When a particle ionizes an atom of the semiconductor, an electron in the valence band

obtains energy to jump to the conduction band. The vacancy left by the electron in the
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Si Ge(77 K) CdTe CZT GaAs

Z 14 32 48/52 48/30/52 31/33

Density [g/cm3] 2.33 5.32 6.06 6 5.32

Band-gap [eV] 1.12 0.72 1.52 1.64 1.43

Ionization Energy [eV/e-h pair] 3.61 2.98 4.43 4.64 4.2

Fano factor (∼100 keV) 0.06 0.06 0.06 0.1 0.14

µe
[
cm2/(V · s)

]
1350 3900 1000-1100 1000-1300 8500

µh
[
cm2/(V · s)

]
480 1900 100 50-80 400

(µτ)e
[
cm2/V

]
>1 >1 3·10−3 4·10−3 8·10−5

(µτ)e
[
cm2/V

]
∼1 >1 2·10−4 1.2·10−4 4·10−6

Table 1.5: Properties of different semiconductor materials at room temperature.
Data from [3, 29, 30].

atom is called a hole or vacancy and behaves as a charge carrier with the same amount

of charge as the electron but with opposite sign, usually represented as h+. The pair of

both charge carriers is called an electron-hole pair.

The depletion region is the only active part of the semiconductor able to detect particles.

If a particle ionizes atoms in a non-depleted region of the semiconductors, the electron-

hole pairs created would be rapidly recombined with other free electron or holes and no

signal would be obtained.

1.5.3.1 Fano Factor

Assuming that the ionizing energy needed to create an electron-hole pair is ε, the amount

of created pairs should be E/ε. This is valid for independent processes that obey a

Poisson distribution but a slight difference from this value is observed in semiconductor

detectors.

The Fano Factor, F, is defined to correct the statistical distribution predicted for a

Poisson distribution

F ≡ observed statistical variance

E/ε
. (1.8)

The value of the Fano factor depends on the material and the deposited energy, the

values for some semiconductor materials are shown in Tab. 1.5. Small values of the

Fano factor mean small statistical fluctuation and therefore, good energy resolution.
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1.5.4 Charge Carrier Drift

Electrons and holes created in the ionization process drift towards opposite directions

due to the electric field. The motion of a hole can be understood as an electron from a

neighbour atom filling the vacancy. The vacancy has effectively moved to the neighbor

atom and the process is repeated successively until the vacancy reaches an atom of the

electrode. The drift velocity of both charge carriers depends on the bias voltage. The

mobility, µ, for each charge carrier can be defined as

vh =
µhV

D
(1.9)

ve =
µeV

D
, (1.10)

where V is the bias voltage and D is the detector thickness. Mobilities of electrons and

hole are characteristic of each material, the values for some semiconductor materials are

summarized in Tab. 1.5. Eqs. 1.9 and 1.10 do not hold for high bias voltages. At a given

bias voltage the velocity will not increase linear with it and a saturation velocity will be

reached.

Charge carriers can interact with other free particles and suffer dispersion. They can also

be trapped by impurities in the crystal lattice or recombine with thermally generated

electron-hole pairs. The lifetime, τ , is defined as the average time that takes for a charge

carrier to be trapped in a material. The mobility-lifetime product, µτ , is the average

distance a charge carrier can travel along the material normalized to the bias voltage.

1.5.5 Signal Induction

Charge carriers induce a current signal on the electrodes due to their motion along the

material. The total induced charge has the contributions of both charge carriers. Each

charge carrier induces signal on the electrode during its drift time. Depending on the

impact position the ratio of the contributions of charge carriers will change as it is shown

in Fig. 1.20top.

The total induced charge vs time is shown in Fig. 1.20 bottom. One can see two different

slopes corresponding to both charge carrier drifting (0,t1) and to one charge carrier in

the last phase (t1,t2).
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Figure 1.20: The upper plot shows an ideal case of electron and hole currents
flowing in a semiconductor following the creation of N0 electron-hole pairs. In the
lower plot, t1 represents the collection time for the carrier type (either electrons or
holes) that is collected first, and t2 is the collection time for the other carrier. If both
are fully collected, a charge of eN0 is induced to form the signal, where e is the
electronic charge. From [3], p.378.

1.5.6 Charge Trapping

The fraction of charge carriers suffering trapping effect is predicted by the Hecht relation

[56], which can be expressed as [57, 58]

Q∗

Q0
=
vhτh
W

(
1− exp

[
−xi
vhτh

])
+
veτe
W

(
1− exp

[
xi −W
veτe

])
, (1.11)

where Q∗ is the total charge reaching the electrodes, Q0 the initial charge created by the

ionization, v is the charge carrier velocity, W the detector thickness, xi the interaction

point position along the drift direction measured from the cathode and τ is the charge

carrier lifetime. The product vτ is the mean free path of the charge carrier and is

an indication of the average distance than can travel along the detector before being

trapped.

Charge trapping creates a blurring in the low energy direction and deteriorates energy

resolution. Short vτ for either charge carrier or huge detector thickness leads to big

fraction of charge lost due to trapping. A strategy to reduce the charge trapping effect

and obtain a good energy resolution is to operate thin detectors at high bias voltage like

it is shown in [59].
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Figure 1.21: Weighting potential for detections with different pixel pitch to detector
thickness ratio, a/d.

1.5.7 Small Pixel Effect

The charge induction on the electrodes is linear with time (or charge carrier position) for

each charge carrier when a planar electrode is used, i.e., an electrode with approximately

a pixel pitch, a, bigger than twice the detector thickness, d, a & 2d.

The method to evaluate the signal induced in a material by the motion of an electronic

charge is to use the Shockley-Ramo theorem [60, 61]. This theorem defines a weighting

potential dependent on the drift direction position according to which the charge is

induced in a certain point. This concept is used [62] to obtain a numeric expression to

evaluate the weighting potential, this expression has been used to evaluate the weighting

potential for CdTe detector with different a/d ratios, it is shown in Fig. 1.21. For a a/d

ratio of ∼1.5 the charge induction is linear with time whereas for values below 0.5 the

curve becomes more pronounced, with a smaller slope at the beginning and bigger and

the end.

1.5.8 Charge Sharing

It is common to find pixel detectors with a very low a/d ratio where a could be around

tens of micrometers while d around millimeters. With such small pixels a single energy

deposition can induce charge in more than one pixel, this effect is known as charge

sharing.
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The energy of an event undergoing charge sharing is shared between, at least, two pixels.

To reduce the charge sharing between pixels, one can merge the energies measured by

those pixels. By the summing process, the associated error increases and a deterioration

of the energy resolution is unavoidable. This kind of events can be also rejected in order

to not affect the energy resolution and to avoid extra offline corrections. Algorithms to

reduce the effect of charge sharing in pixel semiconductor performance are presented in

[63, 64].

1.5.9 Energy Resolution

The response of a semiconductor detector for ionizing radiation is a current pulse char-

acterized by its height and called pulse height PH(E), where E is the deposited energy

of the particle. The response function ρ(E′, E) gives the energy measured in the detector

E′ when the deposited energy by the particle is E. Ideally, the response of a detector to

particles with energy E should be a Dirac delta distribution δ(E′ − E). In the reality,

this distribution frequently becomes Gaussian. Assuming a theoretical energy spectrum

S(E), the PH(E) spectra will be the result of the following convolution:

PH(E) =

∫
S(E′)ρ(E′, E)dE′. (1.12)

The energy resolution of a detector is defined as the ratio

R =
∆E

E0
, (1.13)

being ∆E the FWHM1 of the Gauss distribution corresponding to a mono-energetic peak

of energy E0, see Fig. 1.22. The contribution to the FWHM can come from different

sources: the statistical fluctuation of the charge carriers produced in the ionization

process, the noise introduced by the electronics in the readout process, the dark current

due to thermally generated electron-hole pairs, escaped energy, and charge sharing. For

a number n of contributions that are assumed to be independent the total noise can be

expressed as

FWHMTotal =

(
i=n∑
i=0

FWHM2
i

)1/2

(1.14)

1From English Full Width at Half Maximum. It is the width of a curve at a height equal to half the
value of the highest point. For a Gaussian distribution FWHM = 2.35σ.
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Figure 1.22: Definition of energy resolution. For peaks whose shape is Gaussian
with standard deviation σ, the FWHM is given by 2.35σ.



Chapter 2

Nuclear Medicine

This chapter focuses on Positron Emission Tomography (PET), single photon emission

computed tomography (SPECT), and Positron Emission Mammography(PEM) and the

state-of-the-art devices in the market and under development. Though Compton Camera

is not yet a viable nuclear medicine device, some attention to this emerging concept is

brought.

The chapter includes as well an overview of the specific detectors being used and their

intrinsic limitations. Finally it make brief introduction to the reconstruction algorithms

that are commonly used.

2.1 Nuclear Medicine for Diagnostic Purposes

Nuclear Medicine is the branch of medicine that employs compounds labeled with ra-

dioactive nuclei (radionuclides) for the treatment or the diagnostic of human diseases.

This chapter will focus on the diagnostic techniques in nuclear medicine.

The techniques consist of the administration of a substance with a radionuclide, called

radiotracer, to the patient and the detection of the radiation that it emits. When the

radiotracer is injected into the patient, the substance spreads throughout the body

according to the metabolic process characteristic of the substance. The amount of

radiation emitted in a region is a measure of the density of the radiotracer in-situ and,

hence, of the metabolic activity. The information of substance density inside the body

32
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Radionuclide Half-Life Maximum Tracer Diagnostic
[min] Energy Imaging

18F 110 635 keV

18F-FDG Tumors
18F-DOPA Neuroendocrine tumors
18F-FLT Lymphoma
18-NaF Bone metastasis

18F-FMISO Solid tumors

11C 20.4 960 keV
11C-Choline Prostate cancer

11C-Methionine Brain tumors
11C-Acetate Prostate cancer

68Ga 68.3 1.9 MeV 68Ga-DOTA-peptides Neuroendocrine tumors

Table 2.1: Some positron-emitting radionuclides used for in vivo imaging with the
tracers they are attached to and their applications. Information from [31].

can be used to create a map of metabolic activity. A map of metabolic activity can show

abnormalities due to an excess or lack of uptake of the substance compared to what is

expected.

The radiotracer emits a positron or a single photon from one to another. The geometry

of the scanner devices and their detector requirements differ depending on the type and

the energy of the particle used in the technique. Other aspects like the collimation

principle used also restrict the requirements.

2.2 PET

PET uses positron-emitting radiotracers. The positron travels along the media until it

annihilates with an electron as explained in Sec. 1.1 and a pair of back-to-back photons

are created. Both photons are detected by two independent pixels and the energy and

the time of detection is recorded. The detection of the two photons determines a LOR

along which the annihilation has taken place. The acquisition of many pairs of photons

gives place to many of those lines. The superposition and processing of these lines by

means of reconstruction algorithms allows to obtain an image.

2.2.1 Positron Emitter Radiotracers

The maximum energy, half-life, molecules they are attached to, and applications of some

radionuclides are listed in Tab. 2.1.
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The most commonly used radiotracer in PET is 18F-Fludeoxyglucose (18F-FDG). It is

a general purpose radiotracer because it follows the metabolic routine of the glucose,

which is processed in most cells of the body. A higher consumption of glucose than

expected in one region indicates the possible presence of tumors, whereas regions with

lower consumptions indicate damaged or dead tissues. For the particular case of the

brain, it can show the presence of long term diseases such as Alzheimer or Parkinson in

stages before the patient is showing any symptom yet. Other radiotracers follow more

specific metabolic routines and their usage is reduced to a limited number of applications.

Another reason why 18F-FDG is the most commonly used radiotracer in nuclear medicine

is its relatively long decay time compared to other radiotracers, which gives more time

to prepare the patient for the test. To use shorter half-life radiotracers implies that the

production facility for such radiotracers should be in situ.

The range of the positron is proportional to its kinetic energy. Because the distribution

of the kinetic energy of the positron is continuous between 0 and the maximum energy,

the range of the positron will vary from 0 to a few millimeters. Moreover, since the

positron does not follow a straight path, its range and distance from the emission point

are not strongly correlated. This leads to an intrinsic and unavoidable blurring of the

image that can only be reduced by employing a radionuclide emitting positrons at lower

energy that travel less distance along the surrounding media.

2.2.2 Coincidence Detection

Each coincidence detection event consists of two photons, each with 511 keV energy.

The line described by the positions of the two photon detection points is called LOR.

Two photons are considered to belong to the same positron-electron annihilation when

they are detected within a window of time called coincidence time window. The jitter

on the detection time depends on the path difference of the photons and on the timing

resolution of the detectors. Therefore, the width of the coincidence time window has to

be set according to the timing resolution of the detector in order to achieve an acceptable

efficiency and avoid the presence of multiple events (events with more than two detected

photons), which are usually rejected.
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Figure 2.1: Time-of-Flight Principle

2.2.3 Time-of-Flight Measurement

The annihilation point along the LOR can be obtained by measuring the difference in

time at which both photons are detected, ∆t. For a particular ∆t and with c being the

speed of light, the distance of the annihilation with respect to the center of the line of

response is shown in Eq. 2.1.

∆d =
∆t× c

2
(2.1)

The precision on the ∆t measure is the coincidence time resolution. Time-of-flight

measurements are usually used in PET scanners to determine a non-flat distribution of

probability of where the annihilation has taken place along the LOR. The comparison

between the distributions of probability for standard PET and ToF-PET are shown in

Fig. 2.1.

Excellent timing properties are required for ToF-PET. However, efficiency and energy

resolution criteria have to be kept within acceptable values. For this reason commercial

ToF-PET scanners can achieve a resolution not better than 500 ps [36], which corre-

sponds to 7.5 cm spatial resolution.

2.2.4 Photon Interaction Position

A good precision on the position of the photon interaction is needed to reconstruct

the LOR of a coincidence. The pixel size is an upper bound of the precision on the

interaction position measurement of the photon. State-of-the-art PET scanners employ



Chapter 2. Nuclear Medicine 36

Figure 2.2: Sketch of the parallax error effect in a LOR in a PET scanner.

scintillation crystals segmented in a 2D array of pixels along the plane facing the photons

that give a precision of a few millimeters.

Scintillation crystals are usually readout through the backside of the block using a

photodetector. For this reason they cannot be segmented along this direction. The

crystal could be made thinner but then it would compromise the sensitivity of the

device. Hence, the scintillation thickness is of a few centimeters and the precision along

the depth direction becomes as big as the thickness size.

2.2.5 Parallax Error

The parallax error is the angular displacement of the perceived LOR compared to the

actual one due an big uncertainty on the DOI measurement as depicted in Fig. 2.2.

One way to reduce this effect is to segment the detector in the depth direction to obtain

a better precision of the DOI measurement. Unfortunately, scintillation crystal detectors

cannot be segmented in such a way, and other strategies have to be taken to solve this

problem.

Different approaches can be found to estimate the DOI in scintillator crystal detectors

such as multi-layer crystals with different offsets [65], light sharing in multi-layer crystals

[66], monolithic detectors [67, 68] or employing APD coupled to the crystals in the edge-

on side [69]. The dual-ended designs [70–72] is a promising method given the good
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Figure 2.3: (left) LOR of a true PET event, (middle) LOR of a scattered event, and
(right) LOR caused by a random coincidence. Where the LOR is indicated b the
dotted line whereas the real photon paths are given by the solid lines.

resolution it provides but adds complexity in the readout electronics and the packaging

of the device.

Semiconductor detectors offer different possibilities to diminish this effect due to the

possibilities of finer 3D segmentation of the material [73–75].

2.2.6 Energy Resolution

In PET the photon energy is measured in order to classify events and increase the signal

purity. Both photons produced in an annihilation have 511 keV, but they might undergo

scattering in the body of the patient or in the detector. Scattered photons change their

direction and loose energy giving rise to scattered events. Two photons can be detected

within the coincidence time window and be physically uncorrelated, these are called

random events. Sketches of true, scatter and random events are shown in Fig. 2.3.

Scattered photons have lower energy than 511 keV. A good energy resolution detection

allows to distinguish the scattered events and reject them. Good energy resolution

measurement is crucial to achieve a high SNR ratio and to obtain images with high

contrast.

2.2.7 State-of-the-art PET Scanners

Inorganic scintillator crystals are the most commonly used, as building block detectors,

for PET scanner because of their good stopping power, low cost, relatively good energy

resolution and good timing properties. Scintillator crystals in PET are often readout

by PMTs. Scintillator crystals and PMTs are coupled to form detector units called

Detector Block as shown in Fig. 2.4.
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Figure 2.4: Typical geometry of modern PET system detectors.

Figure 2.5: A) PMT assigned in 4 quadrants separately. B) Each PMT shares 4
quadrants of 4 block detectors and improves the spatial resolution. From [9].

The classic way to couple the PMTs to the scintillator crystals is shown in Fig. 2.5

A. An improvement of this configuration is shown by the quadrant sharing technique

[76] shown in Fig. 2.5 B. This design improves the spatial resolution compared to the

previous configuration at the cost of increasing the dead time of the device due to the

need to analyze signals from bigger areas.

APD is an alternative to PMT as photo-detector to readout scintillator crystal [77,

78]. They offer compact design, good energy resolution, high QE, and compatibility to

operate in high magnetic fields, which makes a simultaneous PET-MRI scanner feasible

[79]. However, APDs are very sensitive to temperature changes and bias voltage and

have poor timing response properties. This can add some complications to maintain the

stability of the full scanner.

SiPM are becoming a popular choice to readout scintillator crystals in many applications

as well as in PET [80, 81]. They combine most of the good features of APDs and PMTs.
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SiPMs have good energy and timing resolution, can operate under strong magnetic fields,

do not need complicated readout electronics and require low bias voltage.

2.2.8 PET Applications

2.2.8.1 Tumor Diagnosis and Treatment

A tumor is an abnormal mass of tissue created by uncontrollably grown cells. If a

tumor is malignant, i.e., made of cancerous cells, it can grow dangerously, damaging

neighboring tissues and expanding to other organs in the body. Cancerous cells can

enter into the bloodstream and form new tumors in another part of the body. This

process is called metastasis.

Because of the fast growth of tumor tissues compared to healthy ones, they consume a

significantly higher amount of glucose. FDG radiotracers are used to spot these abnor-

mally high rates of glucose consumptions in the body. Many different tumors can be

diagnosed through PET: lung, breast, brain, neck, colorectal, lymphoma and melanoma

[10]. An important feature of PET is that it can detect physiological anomalies before

anatomic changes take place, which allows to diagnose diseases in earlier stages than

with Computed Tomography (CT) or MRI.

PET has a very important role in conventional radiation therapy treatments. PET

screenings allow to precisely adjust the radiation treatment schedule and to monitor the

treatment response [82, 83]. The dose distribution can be optimized so that a major

part reaches the tumor and the neighbor tissues receive a minimum impact [84–86].

2.2.8.2 Brain Diseases

The most common brain diseases that can be diagnosed with PET are brain tumors,

Alzheimer’s disease, Parkinson disease and epilepsy. Whereas, brain tumors are one of

the most dangerous types of cancer and with more difficult treatment, the rest of the

aforementioned diseases have, nowadays, no cure and only a reduction of the symptoms

is reachable. For these reasons the diagnostic of these diseases in early stages is of crucial

importance to control their development inside the patient brain as much as possible.
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Figure 2.6: FDG cerebral glucose metabolism parametric maps (upper panel) of a
normal and an Alzheimer’s disease patient. The lower panel shows minimal 11C-PIB
updake in the normal individual, but marked with widespread uptake in the cortex
and striatum of the same Alzheimer’s disease patient, indicating deposition of amyloid
plaques. From [10].

It is a challenging task to do imaging of a Brain disease because of the high background

activity of the brain. In the case of Alzheimer disease and Parkinson disease, the result

of imaging with 18F-FDG is the appearance of regions with low activity. More specific

radiotracers such as 11C-PIB are required to obtain a better diagnostic and distinguish

one disease from the other. Fig. 2.6 shows the comparison between a healthy brain and

a brain suffering Alzheimer’s disease for 18FDG and 11C-PIB.

The main use of PET in epilepsy is to localize epileptogenic focuses in patients with

focal epilepsy in order to perform further surgery. The metabolism of glucose of such

focuses increases during the seizure period [87].

2.2.8.3 Cardiovascular Pathologies

PET is used in cardiovascular studies to determine the damaged tissue of the heart after

a heart attack. Dead tissue does not consume glucose, and therefore as with Alzheimer

disease and Parkinson disease in brain diseases, regions with low activity will show the

impact of the disease [88, 89].
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The blood circulation in the heart arteries can be imaged with the radionuclide 82Rb to

find coronary artery disease [90]. The coronary artery disease often causes an increased

possibility of having a myocardial infarction.

2.2.8.4 Quality Assurance in Hadron Therapy

Hadron therapy is an alternative to the standard radiation therapy that employs photons

and electrons [91]. Particles used in hadron therapy are protons and 12C ions [92]. The

effect of hadron therapy on the tissues is more localized than with the standard therapies

due to the higher probability of interaction in a shorter range. In order to ensure that

the radiation is applied on the desired tissue, a quality assurance (QA) process has to

be done simultaneously with the hadron therapy session to monitoring the effect of the

beam.

Hadron therapy produces residual positron emitters with a concentration proportional

to the intensity of the beam. PET is used to obtain, in vivo, measurement of both the

position where the beam is damaging more tissue and the intensity of the beam at the

point of interaction [93–95], by detecting the photons from these residual positrons.

2.2.9 New PET Generation

The major trends in PET development are, nowadays: the ToF-PETs, simultaneous

PET/CT and PET/MRI systems, and PETs based on semiconductor detectors.

2.2.9.1 ToF-PET

ToF-PET scanners use the TOF measurement, as explained in Sec. 2.2.3, to determine

with more precision the point of annihilation of the positron. ToF-PET scanners obtain

images with significantly better quality than conventional PET scanners [96]. First

detector devices for ToF-PET scanners were based on the fastest scintillation crystals

such as BaF2 and CsF [97, 98].

The main advantage of ToF-PET is the higher SNR obtained in the acquired image.

However, the scintillations aforementioned have a low efficiency and, hence, a trade-off

problem between the sensitivity and the TOF measurement arises. TOF technique has
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been already proposed with LSO crystals [99, 100] to solve this problem and already has

been implemented in a commercial device [35].

2.2.9.2 Hybrid Imaging

The current spatial resolution of a typical PET scanner is of the order of millimeters

and gives functional information whereas the resolution of CT and MRI is of the order

of micrometers and gives anatomical information. The combination of both results

by merging both images, provides valuable information of both the location and the

nature of the anomalies. PET/CT in particular has become a popular image modality

[101, 102].

Apart from the combination of anatomical and functional information, PET/CT also

allows to perform a correction for the photon attenuation in PET using the CT infor-

mation. Therefore, PET/CT provides better image quality than PET and adds the

anatomical information. First commercially available PET/CT scanners were the Bi-

ograph (CTI PET Systems, currently part of Siemens Medical Solutions) [103], the

Discovery (GE Healthcare) [37], and the Gemini (Philips Medical Systems) [35].

PET/MRI scanners are desired for the study in medical fields such as neurology, on-

cology, and cardiology [104–106] because they offer many advantages with respect to

PET/CT. MRI shows an improved soft tissue contrast compared to CT, does not require

ionizing radiation, can have a true simultaneous acquisition, instead of the sequential

acquisition of CT and, finally, real-time MRI can be used to account for the patient

motion during the PET acquisition.

However, the main drawback of PET/MRI systems is the incompatibility of the PMTs

of PET scanners with strong magnetic fields. The proposed solutions are either to place

the PET PMTs outside the MRI magnetic field ring [107–109] or to use APDs or SiPMs

instead of PMTs [79, 110].

2.2.9.3 PET with Semiconductor Detectors

Semiconductor materials such as CdTe or CZT for PET are becoming popular. Although

the stopping power of these materials for 511 keV photons is lower than some scintillator
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crystals and, therefore have a lower detection sensitivity for the same thickness, semi-

conductor detector devices offer an excellent energy resolution that allows to perform

a highly efficient scatter event rejection. Moreover, since they can be segmented into

small 3D voxels, they can provide a very good DOI information and can also distinguish

from multiple interactions inside the detectors.

Among the drawbacks of employing semiconductor detectors for PET are the huge num-

ber of electronic channels and the higher cost.

Semiconductor detectors are promising for hybrid PET/MRI systems because of their

compatibility with strong magnetic fields. However, one cannot perform TOF measure-

ments due to the big spread in the timing response created by the different mobilities

of electrons and holes in the semiconductor.

Developing CdTe and CZT detectors for PET is a big challenge because of the difficulty

in growing large pieces of material. Despite these drawbacks, a number of CdTe and

CZT based detectors have already been tested and show good results [39, 40, 74, 75, 111].

2.3 PEM

A PEM scanner is an organ dedicated PET for breast screening [112]. The main advan-

tage of PEM compared to PET is the reduced size of the apparatus given the smaller

field of view (FOV) that it has to cover. This leads to an important reduction of the

cost and a significant improvement of the sensitivity of the device [11]. Fig. 2.7 shows a

comparison of the image quality for a PEM scanner and a whole body PET (WB-PET)

scanner, where clearly the PEM has a much better contrast than the WB-PET.

PEM devices with different FOV configuration around the imaged breast are under

development [113]. The most commonly available commercial devices consist of two

parallel paddles with arrays of scintillator crystals coupled to PMTs [114]. Recent clinical

trials show the huge potential of PEM devices in improving breast cancer treatment [115].

2.3.1 State-of-the-Art PEM Scanners

A commercially available PEM scanner is the Naviscan PEM Flex Solo II [114], which

is shown in Fig. 2.8. It employs scintillation crystals coupled to PMTs and has a par-
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Figure 2.7: Reconstructed image of the Derenzo phantom obtained by the PEM
Flex Solo II (left) and whole body PET (right). From [11].

Figure 2.8: The PEM Flex Solo II scanner. From [12].

allel plane geometry. Although the parallel plane geometry is the most common, other

geometries like a C shape or a ring are also used [116–118]. Different PEM scanners are

listed in Tab. 2.2.

All the devices shown in Tab. 2.2 use scintillation crystals as the main detection material.

This leads to a limited energy resolution and, in case of the parallel plane geometry, a

huge parallax error that causes a poor spatial resolution in the direction between the

paddles.

2.4 SPECT

SPECT produces images of the activity of radioactive tracers. Unlike PET, the prin-

ciple of operation is not the detection of two photons coming from a positron-electron
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Name Geometry Detectors

PEM-1 [112] Planar BGO+PMT

PEM Flex Solo II [12] Planar LYSO+PMT

BPET [118] Split-ring NaI(Tl)+PMT

maxPET [119] Planar LSO+PMT

LBNL-PEM [120] Rec. Box LSO+SiAPD+PMT

YAP PEM [113] Planar YAP:Ce+PMT

ClearPEM [121] Planar LuAP:Ce+APD

MDA PEM [122] Planar LYSO+PMT

C PEM [116] C-Shape LGSO+PMT

West Virginia PEM [123] Planar GSO+PSPMT

MAMMI PEM [117] Ring LYSO+PSPMT

Table 2.2: Current PEM systems with their geometries and detectors employed.

Radionuclide Half-Life Maximum Tracer Diagnostic
[h] Energy Imaging

99mTc 6.02 141 keV

TlCl Brain lymphoma
Sestamibi Myocardial perfusion

MDP Metastases
HMPAO Brain perfusion

RBCs Liver hemangioma
Sulfur colloid Spleen imaging

67Ga 3.26 141 keV Citrate Lymphoma
111In 2.80 171,241 keV Capromab pendetide Prostate cancer

Table 2.3: Some single photon emission radionuclides used for in vivo imaging with
the tracers they are attached to and their applications. Information from [13].

annihilation but the detection of a single photon.

Radiotracers employed in SPECT are single gamma emitters. Tab. 2.3 shows the most

commonly used radiotracers for SPECT together with their properties and applications.

All the radionuclides in Tab. 2.3 have longer half-life than those used in PET, which

facilitates the production, transport, and the administration of the radiotracer to the

patient. Moreover, the energy of the photon emitted is not restricted to 511 keV like in

PET but can have many different values. The energy of the photons emitted in SPECT

are lower than those emitted in PET so the photons usually interact with the detector

through photoelectric effect. Hence, the noise due to scatter events is reduced.

SPECT requires a collimation of the photons in order to obtain information about the

direction of the photon, so an image can be reconstructed. The collimator is made of

thick material with apertures which allow only photons with a certain direction to pass

and absorb the rest. The most used approach for SPECT is the Anger camera, shown
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Figure 2.9: Schematic of a SPECT Anger camera.

Figure 2.10: Schematic representation of four collimator types. Top left and right
represent converging and diverging collimators respectively. Bottom left and right
represent pinhole and parallel hole collimators. From [13].

in Fig. 2.9, which uses a parallel collimator and scintillation crystals coupled to PMTs

to detect the photons. Other type of collimators are shown in Fig. 2.10. Collimators

can converge, diverge or invert the image compared to the real object. The energy of

the detected photons is compared to the known original energy of the emitted photons

so the events that pass the collimator undergoing scattering can be rejected.

The image obtained by a SPECT scanner is a 2D projection of the object. Images
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Figure 2.11: A picture of the Symbia E, a SPECT commercialized by SIEMENS.

of the same object obtained from different points of view can be merged to obtain a

3D image. Multi-head cameras as the one shown in Fig. 2.11 can be used for such a

purpose. Another choice is to rotate the camera and take images from different point

of views. The advantage of multi-head cameras is the bigger FOV coverage, whereas

rotating scanners have lower cost.

2.4.1 Compton Camera

The application of Compton cameras for nuclear medicine was first proposed in 1974

[124] and it is, still nowadays, a pending issue. Compton gamma camera uses kinematic

collimation, based on the Compton effect, of the photon emitted by the radiotracer.

The schematic of the detection principle of a Compton camera is shown in Fig. 2.12.

A photon undergoes a Compton scattering with a first detector, the scatterer, with an

angle θ and deposits an energy E1. Afterwards it deposits all its remaining energy, E2,

in the second detector, the absorber. The scattering angle, θ, defines a Compton cone,

which is the equivalent to a LOR in PET. The value of θ can be obtained from Eq. 2.2.

cos(θ) = 1−mec
2

(
1

Eγ − E1
− 1

Eγ

)
, (2.2)

where Eγ is the known energy of the original gamma.
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Figure 2.12: Schematic of two Compton cones of two events for photons originated
in the same point.

One big advantage of the Compton camera compared to SPECT scanners is the high

sensitivity, which allows to either reduce the scanning time or the dose injected to the

patient. Another advantage is the possibility of using higher energy sources without

the need of using thicker collimators. Finally, with a Compton camera it is possible to

reconstruct the 3D position of the source and there is no need to rotate the camera or

use multiple head scanners to obtain a 3D image.

Some serious challenges are still pending to be solved for Compton cameras. One big

drawback is the effect of Doppler broadening on the energy resolution. due to the initial

momentum of the recoil electron. Because of the Doppler broadening effect, Eq. 2.2

is only approximately true since it does not take the initial momentum of the recoil

electron into account, hence introducing an additional smearing on θ.

Another challenge is the correct reconstruction of a scattered-absorbed event, which can

lead to wrong Compton cones if not done properly. Finally, an important challenge is

the reconstruction algorithm to be used for Compton gamma cameras, which is a whole

field under development [125–127].

2.5 Reconstruction Algorithms in Nuclear Medicine

For each pair of detected photons from the same positron-electron annihilation a LOR

is obtained. The information of this LOR is calculated using the locations of the two
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Figure 2.13: A LOR defined as detection coordinates (x1,x2,y1,y2) and polar
coordinates (s,φ). From [14].

detection points in the detector. The LOR is usually expressed in terms of polar coor-

dinates as shown in Fig. 2.13. Hence, each LOR can be represented with a single value

for s and φ.

The projections from all angles of the LORs can be arranged in a matrix called sinogram.

A sinogram is a 2D matrix in φ-s space where each point is evaluated as shown in Eq. 2.3,

where f(x, y) is a representation of the activity distribution and yr is the transverse

direction coordinate perpendicular to the s axis direction.

ps,φ =

∫ ∞
−∞

f(x, y)dyr (2.3)

Fig. 2.14 shows a sinogram for a point source and sketches the projections on the s

direction for different φ values. The coincidence events in PET are stored as sinograms

and most image reconstruction algorithms are based on them.

The majority of nuclear medicine scans are acquired in 3D mode, which is more complex

to handle than 2D data. The 3D data is often re-binned into a 2D format, such that the

reconstructed 3D image is a stack of 2D reconstructed layers of structures lying within

a selected plane of the 3D object. This approach of getting images is called tomographic

imaging.

The most commonly used methods for reconstruction in nuclear imaging are the filtered
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Figure 2.14: Sinogram for a point source. Each row display corresponds to an
individual projection for a φ value. From [15].

Figure 2.15: The concept of FBP reconstruction algorithm. From [16].

backprojection (FBP) algorithm, maximum-likelihood expectation-maximization (ML-

EM) algorithm, the speeded up version of ML-EM which is the ordered subset expectation

maximization (OSEM), the list-mode OSEM (LM-OSEM) and the origin ensemble (OE)

algorithm.

2.5.1 FBP

The 2D FBP reconstruction algorithm is an analytic method and, hence, very fast. The

steps of the FBP algorithm are illustrated in Fig. 2.15. The projection profiles acquired

at N projection angles in the spatial domain are expressed in terms of a Fourier series in

the frequency domain as the sum of a series of sinusoidal waves of different amplitudes,

spatial frequencies and phase shifts running across the image. The 1D Fourier transform

(FT) of the image profile is necessary to apply a filter to each FT profile. After the
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Figure 2.16: The concept of ML-EM reconstruction algorithm. From [16].

filtering, the inverse FT of each FT profile is computed. This way one gets filtered

projection profiles. Finally, backprojection [128] is performed using the filtered profiles

to obtain an estimate of the image.

The main drawback of FBP is that it requires a complete angular coverage around the

object. For this reason it is an excellent choice for PET. In the case of PEM devices

with a ring or C-shape it works also good but it shows problems for parallel geometries.

Finally, in the case of SPECT, its usability depends on with how many different views,

with different angles data, are taken.

2.5.2 ML-EM and OSEM

ML-EM [129] and OSEM [130] are iterative image reconstruction algorithms. Iterative

methods require more computational power than analytic ones but are less sensitive to

the imperfections of the detectors or the data set. In such algorithms, an estimation of an

image is made and its forward-projections are computed. Afterwards, these projections

are compared with the measured data and, if there is a difference between the estimated

and measured sets of projections, the image is corrected (i.e. the error is back projected)

to reduce such difference and a new iteration is performed. Iterations continue until a

minimum agreement between the two sets is reached.

The concept of the ML-EM algorithm is shown in Fig. 2.16. The ML-EM method uses

statistical considerations to compute the most likely distribution that would create the
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measured observation data. It assigns a greater weight to high-count elements of a profile

and less weight to low-count regions.

In the case of OSEM, the projection views are grouped in different sets (subsets). The

algorithm goes through the subsets in a specified order, and the image is updated after

each subset is considered. Increasing the number of subsets accelerates the convergence

but may increase the noise as well.

ML-EM and OSEM offer good results on image quality for detectors with much less

sensitivity to the detector geometry than FBP. However, they require high computational

power, especially in the case the scanner is divided into high number of channels.

2.5.3 LM-OSEM

LM-OSEM [131] is an iterative algorithm where the input consists of detected events that

are presented in list-mode. Normally, the maximum-likelihood algorithms pre-process

the data by binning it into evenly-spaced angular sinograms. LM-OSEM, however, acts

on the raw data as it was recorded by the scanner. Therefore, the list-mode data can be

streamed from disk storage and be processed event-by-event. With this approach it is

not needed to keep a system matrix in memory and the required computational power

is reduced.

This algorithm is particularly useful for scanners with a high amount of channels, where

LM-EM and OSEM become too slow, and with a partial angular coverage, where FBP

does not perform properly. This is the case of SPECT scanners or the PEM scanners

with parallel paddle geometries.

2.5.4 OE

OE [132] is a stochastic and relatively fast converging technique. The main advantages

of OE are that its convergence speed does not depend on the number of detector voxels,

it does not require forward/backward operations or voxelization of the image space. It

is suitable for any scanner geometry and it accepts raw list-mode data from scanners

(instead of sinograms or data binned in detector bins).
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The reconstruction algorithm can be described as follows. For each coincidence a random

position is assigned along the LOR and the event density matrix D stores the number

of entries in each FOV voxel location L. The randomized positions (origins) along the

LORs must be all inside the FOV. Then, the algorithm randomly changes the event

origins along the corresponding LORs, generating system state transitions governed by

acceptance probabilities. The steps for each event and iteration are:

• A new random location Li+1 is selected on the corresponding LOR inside the FOV.

• The new location is accepted with a probability P, that compares the event density

DLi+1 at the new location with the density DLi at the old location for this event

like in Eq. 2.4.

P (Li → Li+1) = min

[
1,
DLi+1 + 1

DLi

]
(2.4)

• If the new location is accepted, the matrix D is immediately updated.

The convergence criteria of the algorithm are still under study, since too many iterations

can produce an undesired effect where the final solution for the image converges into

one point.



Chapter 3

VIP Project

The VIP project proposes a novel design of detector module, the VIP module, which is

based on pixelated CdTe detectors to build a full seamless PET scanner. The VIP mod-

ule can also be shaped with a rectangular geometry. This allows to construct VIP mod-

ules for parallelepiped scanners for PEM or Compton Camera (CC) used as a SPECT

scanner.

The VIP research work has been grouped into three main tasks. One is the simulation of

the expected performance of medical imaging scanners based on the VIP module: VIP-

PET, VIP-PEM and VIP-CC. The image reconstruction techniques have been studied,

individually for each scanner, taking into account the different characteristics of each

device. Another task is the development of the VIP-PIX ASIC, which includes a fully

integrated and independent readout per pixel and delivers energy and time information

of the detected events. Finally, the characterization of the CdTe in stages of a single

pixel, an array of pixels, and a pixelated detector using the VIP-PIX for the readout.

This chapter is an overview of the VIP project. The core of the project, the VIP

module, will be fully explained and the main funcionalities of the VIP-PIX ASIC will

be described. The specifications and some simulation results achieved with the three

VIP-based scanners will be shown as well.

54
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3.1 The VIP Module

The VIP module is a CdTe based detector divided into small pixels, each with its own

independent readout channel. As shown in Fig. 3.1, it is divided into subunits, 4 in this

example. Each subunit consists of 2 CdTe diodes of dimensions 10 mm× 10 mm× 2 mm.

Each CdTe diode is divided into 100 pixels with a pitch of 1 mm × 1 mm. The VIP-

PIX ASIC is placed on the backside of each CdTe diode via bump-bonding such that

each pixel becomes a fully independent detector with signal processing and digitization

performed in situ. The VIP-PIX is mounted on an extra thin kapton pcb of 250 µm

that connects all the VIP-PIXs with an FPGA that further processes the data acquired.

Figure 3.1: The VIP module. Figure 3.2: The VIP-PET geometry.

The VIP module will be used to build the VIP-PET scanner as shown in Fig. 3.2. A

stack of 30 detector modules forms a module block. A sector consists of 4 blocks and

the full ring has 66 sectors. The dimensions of this ring are 42 cm inner radius and

25.4 cm width in z (perpendicular to the r−θ plane). With this geometry the VIP-PET

will have a total of 7920 VIP modules and more than 6 million voxels, which leads to a

volumetric density of 450 voxels per cm3.

The VIP-PET scanner offers a solution for problems that arise in scintillator based PET

scanners. The VIP-PET is segmented into pixels of 1 mm in the radial direction and

this provides a precision better than 300 µm1 This is better than the 1.5 mm precision

achieved by scintillation crystals after DOI reconstruction algorithms [38]. Therefore,

1The Root Mean Square (RMS) for a distribution of points from 0 to L with the expected value

µ = L
2
is

√
L2

12
. For a pixel of 1 mm it is

√
1 mm2

12
= 0.289 mm.
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Figure 3.3: VIP-PIX picture.

parallax error is reduced and the LORs are more precise, which improves spatial reso-

lution.

With an energy resolution of 1% at 511 keV it is possible to discern events that have

undergone a Compton interaction from those who have not. By rejecting Compton

events the signal quality improves significantly and hence the SNR increases.

The electric field applied on the CdTe diodes of the VIP-PET is parallel to the mag-

netic field of MR scanners with the same geometry and the detector performance is not

affected, which makes a hybrid VIP-PET/MRI system possible.

The photons coming from positron-electron annihilations traverse 4 cm depth of CdTe,

which has a stopping power of 80% for 511 keV photons [41]. The sensitivity achieved

by this amount of material is comparable to state-of-the-art PET scanners [19].

3.2 The VIP-PIX

The VIP-PIX is a dedicated ASIC for the readout of semiconductor detectors. A picture

of the VIP-PIX is shown in Fig. 3.3. It provides low noise and low power pixel readout

with digital output. The size of the ASIC is 10 mm × 12 mm and the thickness is 50 µm.

The VIP-PIX is connected to CdTe diodes of size 10 mm × 10 mm with 100 pixels of

1 mm × 1 mm by means of bump-bonding. An assembly of the VIP-PIX and a CdTe
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Figure 3.4: Assembly of a CdTe diode and a VIP-PIX.

Specification Value

Detector Size 10 mm × 10 mm × 2 mm

Voxel Size 1 mm × 1 mm × 2 mm

Detector DC bias voltage 2000 V

Detector Leakage Current 250 pA/pixel

Electron/Hole Drift Time 18 ns/200 ns

Pixel Capacitance 80 fF

Energy Resolution of Pixel Electronics 10 bits for 511 keV

Maximum Jitter of time stamp 10 ns

Maximum Power Consumptions 200 µW/pixel

Table 3.1: Specifications of CdTe Detector and Pixel Electronics. From [17].

diode is shown in Fig. 3.4. Tab. 3.1 summarizes the specifications of the pixelated CdTe

detector and the readout ASIC.

3.2.1 Readout ASIC Architecture

The architecture of the VIP-PIX is shown in Fig. 3.5. It is divided into two regions: the

2D matrix of pixels and the back-end. The matrix is placed on the left of the scheme

and occupies an area of 10 mm × 10 mm. It contains 100 pixels in an array of 10 × 10.

The back-end is on the right side of the ASIC and occupies a surface of 10 mm × 2 mm.

The ASIC back-end includes, among other circuits, a temperature sensor and a time-

to-digital converter (TDC). A digital controller is also placed in the back-end. It sends

the control signals to the pixels according to the operation mode. It is also responsible
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Figure 3.5: Architecture of the VIP-PIX. From [17].

Figure 3.6: Architecture of on single pixel in the VIP-PIX. From [17].

to establish a communication with the PCB to either receive the configuration data or

transmit the acquired data.

3.2.2 Readout Pixel Architecture

Each of the channels has an independent circuitry as the one shown in Fig. 3.6. The pixel

readout structure has been divided into three regions. For the pixels in the odd rows the

analog front-end is in the top region, the mixed signal circuits, like the analog-to-digital

converter (ADC) and the digital-to-analog converters (DACs), are in the middle, and

the digital part is at the bottom. For the pixels in the even rows, the top and bottom

regions are flipped.
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Figure 3.7: Architecture of the proposed pixel readout electronics. From [17].

The scheme of the analog front-end is shown in Fig. 3.7. It consists of a charge sensitive

amplifier, a CR-RC shaper coupled to a peak-and-hold circuit, and a discriminator into

which the preamplifier output is fed. A 10-bit ADC is used to digitize the peak-and-hold

output before it is stored in a first-in first-out (FIFO) memory.

3.2.3 Analog Front-End and ADC Characterization

The functionality of the circuits in the pixel analog front-end are shown in Figs. 3.8

and 3.9.

Figure 3.8: Measured output
waveforms of the shaper (Ch2)
and the discriminator (Ch4) with
the waveform of the injected test
pulse (Ch3). From [17].

Figure 3.9: Measured output
waveform of the peak and hold circuit
(solid line) with the waveform of the
injected test pulse (dashed line).
From [17].

Fig. 3.8 shows the waveforms of an input pulse and the output of the discriminator

and the shaper. The output of the shaper shows a peaking time of about 6 µs and it

reaches the baseline after 24 µs approximately. Fig. 3.9 shows the output waveform of
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Input charge dynamic range ± 17 fC to ± 70 fC

Gain for both polarities 10, 16, 20 and 40 mV/fC

Shaper peak time 4 to 16 µs

Detector Leakage Current 250 pA/pixel

Peak-and-hold circuit discharge rate 160 µs/ms

Detector leakage compensation up to 10 nA per pixel

Minimum threshold 6 keV

ENCa @40 mV/fC (Pos/Neg polarity) 98 e− RMS / 107 e− RMS

Discriminator jitter <10 ns for E>20 keV

Supply Voltage 2.5 V

Preamplifier/Shaper 75 µW/20 µW

Peak and Hold/Discriminator 20 µW/35 µW

ADC/Total Power Consumption 50 µW/200 µW

ADC conversion clock frequency 1 MHz

Analog front-end area 300 µm-400µm

ADC area 400 µm-400µm

aEquivalent Noise Charge

Table 3.2: Measured performance of the Analog Front-End plus ADC. From [17].

the peak-and-hold, which discharges 800 mV in 5 s if no reset is applied. Such a slow

discharge rate allows to digitize the output with any delay required.

The ADC shows a linear behavior with a standard deviation of 0.2 less significant bit

(LSB). Tab. 3.2 summarizes the complete characterization of the electronic path that

includes the analog front-end and the ADC.

3.2.4 TDC Characterization

The characterization of the TDC, which is located in the backend of the VIP-PIX chip, is

done by comparing its performance to a commercial TDC that has 25 ps time resolution.

The linearity of the TDC is shown in Fig. 3.10. The slope of the linear fit is 10.6 ADC

counts/ns, which corresponds to a sensitivity of 95 ps/ADC count.

Fig. 3.11 shows the resolution of the TDC with 100 measurements per point. One

can observe that the resolution increases linearly with the pulse width. The resolution

FWHM is 600 ps at full range, well below 1 ns.
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Figure 3.10: Measured linearity of the TDC. From [17].

Figure 3.11: Measured resolution FWHM of the TDC. From [18].

3.2.5 Temperature Sensor Characterization

The CdTe leakage current and energy resolution is very sensitive to change of temper-

ature. Therefore to insure the VIP CdTe is maintained at the right temperature, a

temperature sensors has been included in the backend of the VIP-PIX. The response of

the temperature sensor of the VIP-PIX has been characterized in an environment with

a temperature known with 0.1 ◦C precision. Fig. 3.12 shows the response of the tem-

perature sensor in the range from -20 ◦C to +25 ◦C. The slope is 2.9 ADC counts/◦C,

which is 0.34 ◦C/ADC count. With such resolution the temperature of the VIP scanner

can be maintained within a precision of ±0.5◦C.
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Figure 3.12: Measured response of the temperature sensor. From [18].

3.3 Performance Simulation of VIP Scanners

In order to quantify with precision the performance of VIP scanners, simulations of

radiation matter interaction for each particular geometry and different radiation sources

have been performed. The framework used for this purpose has been the GEANT4-based

Architecture for Medicine-Oriented Simulations (GAMOS) [133].

Three different scanners have been simulated: the VIP-PET, the VIP-PEM scanner and

the VIP-CC. The optimal reconstruction algorithm has been studied for each particular

case given that the field of view, the amount of channels or the detection principle have

to be taken into account to choose the appropriate algorithm.

3.3.1 VIP-PET

The aim of the VIP-PET simulation is to assess the performance and limitation of the

design. The evaluation of the VIP-PET scanner performance, done with GAMOS, is

described in more detail in [19].

The fraction of scatter events (SF) in the data sample of the VIP-PET has been evaluated

according to the prescription of the NEMA NU 2-2001 standard [134]. The SF for the

VIP-PET is found to be 3.95% while state-of-the-art brain PET scanners can hardly

reach any value below 30%. The VIP-PET has also been compared to small animal

PET scanners according to the NEMA NU 4-2008 protocol [22]. In this case the SF
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Figure 3.13: NEMA NU 4-2008 VIP scanner counting rates as a function of effective
activity concentration and total source activity of a line source for the mouse-size
phantom. From [19].

of the VIP-PET is 0.75% whereas for state-of-the-art small animal PET scanners it is

more than 10% The significant reduction of scattered events in the data sample is due to

the superior energy resolution of the VIP-module which allows to narrow the acceptance

window of events to an energy of ±8 keV around the 511 keV peak and reject most of

the scattered events.

The counting rate has been tested in order to measure the efficiency of the scanner as

a function of the activity. The rate of true, scatter and random events as well as the

noise equivalent count (NEC) rate are plotted as a function of the activity in Fig. 3.13.

One can see that most of the total rate corresponds to true events whereas random or

scatter events show little contribution. The decrease of the rates with increasing activity

is due to multiple events. Multiple events are those in which, for a given window of time

tW , more than two photons are detected. This time window is set proportionally to the

coincidence time resolution, hence a very good coincidence time resolution will allow tW

to be smaller and to operate at higher dose activities.

Better sensitivity is always desirable in order to increase the amount of data acquired

without increasing the radiation dose in the patient. For the VIP-PET, the sensitivities

according to the NEMA NU 2-2001 and NEMA NU 4-2008 protocol are 14.37 cps/kBq

and 21 cps/kBq respectively. Both results are superior, when compared with the average

performance of commercial PETs. Note, moreover, that since the VIP-PET has a better

data sample purity, it can produce better images with less acquired data.
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Figure 3.14: VIP radial, tangential, and axial spatial resolution (FWHM) as a
function of radial offset. From [19].

A phantom with a known geometry and radiation activity is used to evaluate the image

quality. Images are reconstructed using the single-slice re-binning technique (SSRB)

and FBP reconstruction. The test has been performed following the NEMA NU 4-2008

prescriptions. The results of the radial, tangential and axial spatial resolution in terms

of FWHM for different radial offsets are shown in Fig. 3.14. Results are not far from

the 0.8 mm limit for a detector with ideal features [135] and thus proves the excellent

performance of the VIP-PET.

Another test performed is to obtain an image of the phantom described in the NEMA

NU 4-2008 standard which includes cylinders with high and low activity. The protocol

requires to put the phantom in air but the same test has been repeated with the phantom

in water to prove the VIP-PET behavior under more challenging conditions where more

scattered events are present. Both images have been reconstructed using the FBP 2D

algorithm. The results are shown in Fig. 3.15. The performance of the scanner is not

significantly affected by the water surrounding the phantom because of the capability of

the VIP-PET to reject almost all scattered events.

In conclusion, the VIP-PET is a very good spatial and energy resolution PET scanner,

optimized for brain metabolism studies. The high sensitivity combined with the virtually

noise-free data allows to reduce the time scan and decrease the blurring of the image

due to the motion of the patient. Simulations show that 1 mm diameter rods can be

detected without background activity and no deterioration of the image is observed
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Figure 3.15: Transverse images of the image quality phantom reconstructed using
FBP with 1.5·106 coincidences. Top row: the phantom is in air; bottom row: phantom
is in a water sphere; left: hot rods; middle: cold inserts; right: uniform region. From
[19].

Figure 3.16: Basic unit detector (A) and full detector (B) geometrical specifications.
From [20].

when a scattering volume is placed around the active region. According to the results

presented, VIP-PET has all the capabilities needed to perform a main role in the next

generation of PET scanners.

3.3.2 VIP-PEM

The VIP-PEM design has two parallelepiped shape heads based on VIP modules, see

Fig. 3.16. Each head is made of 80 VIP modules arranged along two lines for a total
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Figure 3.17: Values of sensitivity for a 22Na point-like source in different positions
along the z-axis (axial scan). From [21].

128000 channels per head. The results of the evaluation tests for the VIP-PEM are

presented in more detail in [20, 21].

The VIP-PEM shows a good sensitivity that improves the performance of state-of-the-

art PET scanners [12]. The sensitivity of the device for a point-like source in different

positions along the Z-axis is shown in Fig. 3.17. As one can expect due to the geometry

of the device, the distribution is flat along all the axes except for the edges, where the

particles emitted cannot reach the detectors and the sensitivity drops quickly to 0.

The purity of the signal can be evaluated by the fraction of true events on the data

sample. The VIP-PET achieves very high signal purity up to high activities, as shown

in Fig. 3.18. The fraction of scattered events is negligible regardless of the activity due to

the excellent rejection because the very good energy resolution allows a for tight window

around the energies of the coincidence photons. The contribution of random events is

moderated at low activity values and increases significantly from 107 Bq on. It achieves

its maximum rate at 108 Bq, where the scatter rate is higher than the true rate. For

higher values of the activity the multiple events dominate the data sample and the total

count rate reaches 0 immediately.
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Figure 3.18: Values of coincidence rate as a function of activity concentration in the
rat-like phantom as defined in the NEMA NU 4-2008 report [22]. Rate values for true,
random, and scatter events are shown separately for comparison. From [21].

The reconstruction algorithm used to perform the quality tests with the VIP-PEM is

LM-OSEM. OSEM gives a good result but consumes too much of CPU time whereas

FBP is not appropriate because it requires a FOV of 180◦, see Sec.2.5 for further details.

The small FOV and the parallelepiped shape of the scanner can cause very different val-

ues for the resolutions along different axes [12] due to the parallax error. The magnitude

of this effect can be tested by taking an image with the same phantom aligned along the

Y axis, first, and along the Z axis afterwards (using the same coordinates as in 3.16),

as shown in Figs. 3.19 and 3.20. In the VIP-PEM, due to the 3D segmentation, the

parallax error is dramatically reduced and practically no difference can be observed for

the resolutions along the Y or the Z axis.

The VIP-PEM design has the potential to outperform the current state-of-the-art PEM

scanners. VIP-PEM has a good sensitivity, excellent signal purity due to scatter event

rejection, and superior spatial resolution, especially in the Z axis. Moreover, the smaller

size detector of the VIP-PEM, compared to VIP-PET, reduces significantly the cost.

For all these reasons VIP-PEM is a good candidate for future PEM choices in nuclear

medicine.
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Figure 3.19: NEMA NU4-2008 phantom is aligned along the Y axis, reconstructed
using the LM-OSEM algorithm with five iterations and twenty subsets. Top-left: cold
inserts region; top-middle: uniform region; top-right: hot rods. Bottom-left: activity
line profiles of cold inserts region; bottom-middle: activity line profiles of uniform
region; bottom-right: activity line profiles along the 1 mm and 2 mm hot rods. From
[20].

Figure 3.20: NEMA NU4-2008 phantom is aligned along the Z axis, reconstructed
using the LM-OSEM algorithm with five iterations and twenty sub-sects. Top-left:
cold inserts region; top-middle: uniform region; top-right: hot rods. Bottom-left:
activity line profiles of cold inserts region; bottom-middle: activity line profiles of
uniform region; bottom-right: activity line profiles along the 1 mm and 2 mm hot
rods. From [20].
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Figure 3.21: Schematic of the VIP Compton camera. From [23].

3.3.3 VIP-CC

The VIP design for a Compton camera scanner consists of a scatter detector made of

Si and an absorber made of CdTe, as shown in Fig. 3.21. The scanner is made out of

VIP modules, with Si diodes for the scatterer and with CdTe diodes for the absorber.

The Si has relatively low Z and density compared with other semiconductor materials,

which increases the probability of a Compton scattering. Moreover, the scatter detector

is 2 cm thick to optimize the probability of having only one single Compton interaction

per photon. The CdTe has significantly higher Z and density, hence photons transversing

it have more probability to undergo a photoelectric effect. The absorber is 4 cm thick

to optimize the amount of trapped photons at reasonable cost.

The main advantage of the VIP-CC is the use of pixelated semiconductor detectors

for both the scatterer and the absorber. The high energy resolution achieved by the

VIP module allows to recognize with higher accuracy the coincidences, and to obtain a

precise estimation of the scattering angle. The small voxel size also allows to reconstruct

the interaction points with smaller uncertainty and, hence, to obtain better spatial

resolution.

As in the case of VIP-PET and VIP-PEM, the event count rate capability of the VIP-CC

is crucial for its performance. Apart from the true coincidences, the background signals

can be due to random events, scattered events or other physics (i.e. backscattering or

Rayleigh). In this case, the random coincidences consist of two unrelated photons, one

detected in the scatterer and another in the absorber. The scatter coincidences are those
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Figure 3.22: Sensitivity of the Compton gamma camera, as a function of source
activity for 18F.

in which the photon scatters somewhere else before Compton scattering in the scatterer

and getting absorbed in the absorber. All coincidences have 1 hit in the scatterer and

1 in the absorber (otherwise they would not be selected). Figs. 3.22 and 3.23 show the

count rate according to the protocol NEMA NU1 [136] for 18F and 99mTc, respectively.

In both cases the true event rate is dominant for activities up to 107 Bq. With 99mTc

the random events peak is at 108 Bq where it has the same value as the true rate. This

is caused by the lower energy peak of this source (140 keV). In the case of 18F this effect

is negligible due to the much higher energy of its main emission line, 511 keV.

The spatial resolution of the VIP-CC has been measured by simulating Derenzo phantom

[137]. Details about the reconstruction algorithms used in the image quality test for the

VIP-CC can be found in [23, 138, 139]. VIP-CC can clearly distinguish rods of 1.5 mm

diameter spaced by 6 mm as shown in the line profile in Fig. 3.24 when using the LM-

OSEM algorithm.

As with the other VIP devices for nuclear medicine, the VIP-CC shows a superior signal

purity and excellent spatial resolution. Moreover, it significantly improves the sensitivity
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Figure 3.23: Sensitivity of the Compton gamma camera, as a function of source
activity for 99mTc.

Figure 3.24: (Left) Depiction of the Derenzo phantom in the XY plane. (Middle)
LM-OSEM result on 70 M Compton coincidences with a Derenzo phantom after
applying a 3D median filter. (Right) Line-profile through the rods with 1.5 mm
diameter. With the phantom at a distance of 100 mm from the scatterer and an
activity of 2×108 Bq, the Compton camera sensitivity is 3.3 cps/kBq and it would
take 1.8 min to get the 70 M coincidences used for this image.
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which allows shortening the time scan and reduce contribution of the patient motion to

the image blurring without increasing the dose injected to the patient.

Although some SPECT scanner with semiconductor detectors have been already com-

mercialized [140], yet it is not the case for Compton Camera. The VIP-CC provides a

viable concept to construct such camera and thus has the potential to make Compton

Camera for medical imaging a reality.



Chapter 4

Single Pixel CdTe

Characterization and

Performance

At the start of the VIP project, the VIP chip and pixel CdTe detector were just speci-

fications on paper and it was foreseen to test the VIP sensor (chip+CdTe) in the years

to come. It was decided to start with basic tests to see the performance of only the the

CdTe detector, with respect to timing of the trigger and the energy resolution. This

chapter is about the performance of a single pixel CdTe diode coupled to commercial

readout-out electronics. A dedicated Graphic User Interface (GUI) is used to control

the relevant devices of the test setup and to collect data using different trigger modes.

From the data sample that has been collected the detector energy resolution, at different

X-ray photons energies, and coincidence time resolutions have been measured.

4.1 Setup Description

The setup described in this section has been designed to operate a single channel CdTe

diode. The output of the diode was connected to the AMPTEK 1 A250 charge sensitive

amplifier, also called preamplifier, to integrate and amplify the CdTe signal. The pream-

plifier has been coupled to the AMPTEK A275, a pulse amplifier, also called shaper,

1AMPTEK Inc, USA.

73
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Detector A Detector B

22Na source

Figure 4.1: Shown the setup to operate the two CdTe detectors in coincidence mode.

to filter the preamplifier output signal. The shaper delivers a pulse with the amplitude

proportional to the amplitude of the preamplifier output signal. The amplitude of the

shaper output has been measured with a peak sensing ADC CAEN V785.

A discriminator with pre-defined threshold has been used to trigger on the preampli-

fier output signal. The discriminator output trigger has been connected to the TDC

CAEN V1290N to measure the timestamp at which the preamplifier signal crossed the

predefined threshold.

Two identical CdTe detectors, each using the same readout electronics, have been put

face-to-face and have been operated simultaneously to measure the coincidence time

resolution. A picture of the setup is shown in Fig. 4.1.

4.1.1 Single Pixel CdTe Diode

The CdTe diode used in this test setup was manufactured by ACRORAD2. At ACRO-

RAD, the CdTe crystal is grown by the traveling heater method (THM) [141]. After the

crystal is cut and polished, and the metal electrodes are deposited, the detector area is

4.1 mm × 4.1 mm and the thickness is 2 mm. The CdTe diode is mounted on a ceramic

2ACRORAD LTD, Japan.
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Figure 4.2: Schematic of the CdTe diode structure.

Figure 4.3: Schematic of the pixel electrode pattern.

substrate as shown in the cross-section schematic view of Fig. 4.2. The configuration

of the electrode is: pixel-Au/Ti/Al/CdTe/Pt-continous. The bias voltage is applied on

the ohmic continuous electrode.

The electrode on the bottom side of the detector is divided into two regions: the pixel

electrode and the guard ring. as shown in Fig. 4.3. The pixel region occupies a surface

of 2 mm × 2 mm in the center of the electrode. This region is the active part of the
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AMPTEK A250 Required

Sensitivity for CdTe 36 mV/MeV -
Rise Time [ns] 2.5 @ 0 pF <35
Decay Time Constant [µs] 300 >100
Operating Temperature [◦C] -55,+125 -10,+25

Table 4.1: Basic specifications of the preamplifier AMPTEK A250 and the
requirements of the setup.

diode. The guard ring is separated by 50 µm from the pixel region.

4.1.2 AMPTEK Front-End Electronics

4.1.2.1 Preamplifier A250

The CdTe diode is a current source and since the signal coming from the pixel electrode

is very small, it needs to be amplified to make it possible to process it. For this reason

the AMPTEK A250 has been used as a first stage amplifier, because of its high band

width and excellent linearity. The total induced charge, or the integrated current, is

proportional to the energy deposited by the photon in the bulk of the CdTe diode. The

specifications of the preamplifier and the requirements for the measurements done are

shown in Tab. 4.1.

An energy of 1 MeV deposited in the CdTe detector will generate a voltage output of

36 mV. Since the response of the preamplifier is linear, one can expect 18 mV amplitude

pulse for a 511 keV deposition.

The peak time for an event with full contribution of electrons at -2000 V bias voltage in

a CdTe diode with 2 mm thickness is 20 ns, where the saturation value of the mobility

considered is µe=2000 cm2/(V·s) [142]. The preamplifier A250 has a rise-time of 2.5 ns,

which is faster than the diode signal and thus fulfills this requirement.

The decay constant of the preamplifier has to be long enough to avoid the decrease of

the preamplifier peak value during the window peak time of pulse shaping. A decay

time of 1% of the signal after 10 µs has been considered as a safe value to operate the

preamplifier. In this case, the decay constant RC is set to 100 µs. The preamplifier has

a decay constant RC=300 µs. This amount of time is enough for the circuit to reach

the baseline level and avoid the overlap of signal processing of two events. The expected
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Figure 4.4: A275 input/output waveforms. Upper: input pulse. Bottom: First
output (A), 3 pole configuration. Second output (B), 5 pole configuration.

rate of detection is less than 50 cps so one could expect an average of 20 ms between

each detection.

The test setup is to be operated between room temperature and -10◦C.

4.1.2.2 Pulse Amplifier and Shaper A275

The gain of the A250 is relatively small, 36mV/MeV because the intention is to be

used as a first stage amplifier, i.e., as preamplifier. Its output signal is very fast but

at the same time it has a high level of noise and this limits the precision of the energy

measurements.

A pulse shaper, a second stage filter and amplification, is needed to reduce the noise

and to further amplify the signal. The shaper transforms the step-function like signal of

the A250 into a pulse of limited duration, around 5 µs, with an amplitude proportional

to its input. An example of the shaper output is shown in Fig. 4.4. The peaking time is

the time it takes for the shaper output to reach the maximum amplitude. The peaking

time is characteristic of the shaper circuit and independent of the amplitude of the input

signal.
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Figure 4.5: Peak sensing time flow of the input signal, GATE and PEAK section
OUTPUT.

The maximum rise time for the preamplifier output is of 1.1 µs for a mobility of the

holes of µh=70 cm2/(V·s) [143] and a bias voltage of -500 V/mm. This value is well

below the 2.3 µs peaking time of the A275 so no charge is likely to be lost at -500 V

bias voltage, which means that all the charge will be integrated without problems.

The required operating temperature is the same as in the case of the preamplifier A250.

4.1.3 Pulse Amplitude Measurement

The amplitude of the A275, the shaper, output pulse has been measured with the peak

sensing ADC CAEN V785. The ADC records the maximum input signal received within

an adjustable time window as shown in Fig. 4.5

The PEAK section OUTPUT is constant while the GATE is down, regardless of the

behavior of the input signal. When the GATE goes up the PEAK section OUTPUT

starts to hold the higher value of the INPUT signal. When the GATE signal goes back

down, the analog value of PEAK section OUTPUT is digitized and stored in the buffer

memory. The peak sensing ADC has 12 bit precision and is configured in a range of

4 V, which corresponds to 1 mV per ADC count.
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Figure 4.6: Timing diagram of the Trigger Matching Mode of the TDC CAEN
1290N

4.1.4 Time Detection Measurement

The timestamp of the trigger signals have been measured with the TDC CAEN V1290N.

The TDC has been used in the Trigger Matching Mode, which is sketched in Fig. 4.6.

A resolution of 25 ps is achieved with this operation mode, which is enough for our

purpose.

The time diagram of each acquisition sequence is relative to the time of arrival of the

trigger input as shown in Fig. 4.6. The search window starts after a period window

offset with respect to the trigger input. The window offset can be negative and, hence,

signals can be recorded before the trigger input arrives. However, for safety, the signals

have been delayed to ensure that they are always detected after the trigger input. Rise

edges that arrive to the TDC during the search window time will be registered.

4.2 Data Acquisition

Two types of data sets have been acquired: single events and coincidence events. Single

events consist of the measurement of the energy of one detected photon. Coincidence

events consist of the measurement of the energy and the timestamps of two detected pho-

tons. With the GUI the user can use either trigger system to collect the corresponding

data sample.
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4.2.1 Single Event Trigger System

The single event acquisition is meant to detect a particle, using the discriminator signal,

in one single detector and soon after to start the readout of the pulse height, which

is proportional to the energy deposited. To collect such a data sample, one can use

either the output of the preamplifier or that of the shaper to generate the trigger signal.

In the case of the preamplifier output the trigger has faster rise-time which helps to

minimize the jitter of the detection timestamp. However, the preamplifier has relatively

small gain and high noise, which makes it difficult to set the trigger for an photon with

small energy. The shaper output allows to set the threshold at lower energy values due

to its high gain and significantly lower noise but has a bigger jitter on the timestamp

measurement. Since one of the aims of this setup is to measure the coincidence time

resolution between two detectors, the preamplifier output has been used to generate the

trigger signal.

The discriminator used in this setup is a LeCroy 821 which provides the trigger output

signal with adjustable width. For the needs of this test, the width has been set to

5 µs. A snapshot for an event detected by the CdTe and acquired by the oscilloscope

(see Fig. 4.7) shows a pulse shape and the timing of the preamplifier, shaper and the

GATE signals. One can see that the maximum amplitude of the shaper output is within

the GATE width and this will secure that the peak sensing ADC acquires the correct

amplitude of the shaper output and, therefore measures the deposited energy correctly.

4.2.2 Coincidence Trigger System

The coincidence trigger system generates a trigger signal when both discriminators, one

for each CdTe detector, trigger simultaneously (within a time-window of 150 ns).

The scheme of the coincidence detection system is shown in Fig. 4.8. It consists of two

identical setups, each with a CdTe diode, a preamplifier and a shaper. Each preamplifier

has a fan-out of 2, one output is amplified by a factor of 2 and is used to measure the

pulse amplitude and the other one is amplified by a factor of 9 and is used to generate

the trigger signal. Both trigger thresholds are set to a value equivalent of 25 keV. The

amplification step of gain 9 right, after the A250 (preamplifier) has been introduced in

order to adjust the trigger threshold with better precision.
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Figure 4.7: Waveforms of the preamplifier output (Ch1), shaper output (Ch2) and
ENABLE GATE signal of the CAEN V785(Ch4).

Figure 4.8: Coincidence diagram scheme. Two identical CdTe diodes with identical
readouts are operated in coincidence mode. The diodes have been coupled to the
preamplifier A250 that is mounted on the test board PC250 and the signal is
duplicated. One branch is amplified by a factor of 2 and is connected to the pulse
amplitude shaper A275, which is mounted on a test board PC275. The other branch
is amplified by a factor of 9 and is connected to the discriminator input. The
discriminator output for each CdTe diode is duplicated. One is connected to the AND
logic unit and one is connected to one of the input channels of the TDC to measure
the relative timestamp, which will take place only if the AND logic is TRUE. For each
coincidence trigger the setup delivers the energy and the timestamps of both detectors.
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The discriminators have a fan-out of 2. One output is used for the AND logic module

that enables the TDC when both triggers overlap within predefined window. The other

output is recorded in the TDC in case the AND signal is TRUE. The output of the AND

logic also acts as a gate of 5 µs for the peak sensing ADC for the measurement of the

pulse amplitude.

4.2.3 Single Event Data Acquisition

The single event data acquisition mode is used to perform energy spectroscopy. Using

the same trigger mode, a random trigger (i.e. a trigger completely uncorrelated with

the detector output) is generated to sample the distribution of background noise of the

detector. The flow diagram of the algorithm used in both cases is shown in Fig. 4.9.

At the start, the user has to introduce the values for the test run: Bias voltage, Volt-

age step, Ramp time Max events, Max sets and waiting time. Next the software creates

automatically the file where the data will be stored.

Then the detector is ramped up in steps of Voltage step during a time Ramp time until

it reach the final bias voltage Bias voltage. The system waits a time Stabilization time

before starting the data acquisition processes. For the capacitor, used to filter the Hight

Voltage bias, to be completely charged up and hence the CdTe is properly biased.

When the CdTe detector is properly biased the event counter is set to 0. The data buffer

or the peak sensing ADC is cleared in order to remove any data that could have been

registered in an earlier run. The ENABLE GATE is set up to allow the recording of

events. At this point, when an event is detected the trigger will automatically generate

the GATE for the peak sensing ADC and the event will be recorded as explained in

Sec. 4.2.1. In parallel, the status of the buffer of the peak sensing is checked continuously.

When it finds the buffer in a not empty state, ENABLE GATE is set down.

The data words are read and stored in the buffer. In case the word is an event, the

software checks if it belongs to the channel that is being analyzed and in case it does,

the value of the amplitude is stored in the data array. Otherwise it is rejected.

Once a good event has been recorded, the rest of the words are not read and the buffer

is cleared. The buffer status is checked every 20 ms. Therefore, the probability that two

good events are recorded consecutively before the buffer status is checked is very low.
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Figure 4.9: Single event
acquisition flow diagram.

Figure 4.10: Coincidence
acquisition flow diagram.
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The event counter, events, is then updated. In the case that the amount of events

acquired is bigger or equal to Max events the detectors are ramped down. The ramp

down process is completed with a duration of time Ramp time and with a decrease of

voltage of Voltage step per step until it reaches 0 V. Then the software appends the

array of events into the output data file.

If the maximum number of sets introduced by the user is reached, the software closes

the output data file and the process finishes.

4.2.4 Coincidence Data Acquisition

The coincidence data acquisition mode is used to acquire the measurement of two pho-

tons created in the same positron-electron annihilation. This mode requires the oper-

ation of two detectors. Each coincidence consists of the energy of the photon detected

by each detector, and the difference between their timestamps. The flow diagram of the

algorithm for the acquisition of coincidences is shown in Fig. 4.10.

The user has to set the input parameters as explained in Sec. 4.2.3. The variable

Max coinc set is equivalent to Max events set of the single event acquisition mode. Once

the user has introduced the value of the variables, the software creates the output data

file. Next, the set counter, Set num, and the coincidence counter coinc, are set to 0.

The bias voltage ramp up process is done as explained in Sec. 4.2.3.

The data buffers of both the peak sensing ADC and the TDC are cleared. Immediately

after, the ENABLE GATE signal is set up. The logic AND output is connected to the

trigger input of the TDC. At the same time, it gates the peak sensing ADC to measure

of the signal amplitudes for the two photons. From this moment on, events on both

modules can be acquired. The software waits for 20 ms and sets the ENABLE GATE

signal back down to veto extra acquisitions. The data buffer of the TDC is checked and,

in case it is empty the software sets the ENABLE GATE again up. If the data buffer

of the TDC is not empty, then it is read.

The coincidence event is considered good if the buffer of the TDC contains exactly 2

events coming from 2 different channels. In this case it is stored in the data array.

Following this, the events stored in the peak sensing ADC are read and stored.
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Figure 4.11: Snapshot of the Graziella GUI.

Each coincidence event consists of 4 values: photon energy in detector A, photon energy

in detector B, timestamp of trigger A and timestamp of trigger B. However, the absolute

timestamps of triggers A and B are meaningless for our setup. The difference between the

two values is the only magnitude of interest, so the difference is computed immediately

after reading the signals and the final coincidence consists of 3 values: the 2 shaper

output amplitudes and the time difference.

At this point the coincidence counter is updated. In case the amount of collected co-

incidences reaches Max coinc, the bias voltage is ramped down as previously described

in Sec. 4.2.3 and the coincidences in the memory are appended to the output data file.

When the number of coincidence sets is Max sets, the output file is closed and the process

finishes.

4.2.5 Software Functionality Description

The data acquisition (DAQ) software used for these measurements has been called GRA-

ZIELLA. GRAZIELLA is an executable GUI developed with the Labview3 software. It

has been particularly designed to perform the data acquisition algorithms described in

Secs. 4.2.3 and 4.2.4.

It is a friendly GUI with easy controls. A snapshot of the main control window is shown

in Fig. 4.11. It monitors continuously the voltage and the leakage current when the

3Labview is an environment for the development of measurement and control systems supplied by
National Instruments. http://www.ni.com/labview/esa/.
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Figure 4.12: Scheme of the hierarchy of the devices in the setup.

bias voltage is directly set with the Keithley 2410 power supply. The current set and

amount of statistics acquired are shown independently for the pedestal, single event and

coincidence acquisition modes. Finally, it shows an histogram of the distribution of the

last bench of data obtained. In the case of the pedestal and single event this corresponds

to an energy spectrum, whereas for the coincidence mode it is the distribution of the

difference in detection time. It shows the mean, RMS and the variance of the distribution

shown.

The hierarchy of GRAZIELLA with the devices involved in the setup is shown in

Fig. 4.12. It controls one power supply Keithley 2410, which is used in the setup as

a low voltage DAC to control two power supplies JB-2N. See App. A for further details

about this device. Each power supply JB-2N biases one CdTe diode. GRAZIELLA

handles the ramp up/down processes, it computes the waiting time between steps and

sets the voltage increase per step. It also reads the voltage, current and resistance of

the Keithley 2410 if the diode is biased with this power supply. This can only be done

in the single event acquisition mode and with a bias voltage up to -1100 V.

The trigger of the detectors are enabled or disabled using the input/output register

CAEN V465 which sends a signal to enable/disable the AND logic of the trigger outputs.
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In the case of the pedestal run the input/output register is used to start or stop a NIM

clock generator module. This module sends a pulse with a given frequency and pulse

width. This clock is used as a trigger to sample the distribution of the pedestal noise.

Meanwhile, GRAZIELLA checks continuously the status of the buffer of the TDC. When

the buffer is not empty it registers the timestamp and clears the data from the buffer.

Next, it registers the data from the peak sensing ADC buffer and clears it. If it is

operating in the single event acquisition mode, only the peak sensing ADC buffer is

checked.

4.3 Energy and Timing Resolution Measurements

The data analysis is divided into two samples. One sample is related to the energy

spectrum measurements and the data is collected with the single event acquisition mode,

from which one can obtain the energy spectrum for both detectors.

The other data sample is collected with the coincidence acquisition mode, from which one

can obtain the energy spectrum and the time difference of the two photons. This data

sample allows to establish a relation between the expected coincidence time resolution

for different energy ranges of the two photons.

4.3.1 Deterioration of Energy Resolution in Time

The CdTe with Schottky contacts suffers from polarization when it is biased [144] for

long period of time. Polarization affects the measured energy and creates a shift on the

peak position. Fig. 4.13 shows two spectroscopies of 57Co for the data sets acquired

during the minutes 0-3 and 7-9 after biasing the CdTe. One can see clearly a small shift

between the two distributions. In order to avoid a degradation of the energy resolution

due to this effect, the bias voltage has been recycled every, at least, 180 s in all the

measurements taken with the CdTe.
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Figure 4.13: Spectroscopies of 57Co for events acquired during the minutes 0-3 and
7-9 after biasing the CdTe diode.

4.3.2 Energy Resolution

To measure the energy resolution, two radioactive sources 57Co and 22Na have been

used. 57Co has its two lines of emission above 100 keV, at 122 keV and 136 keV with

88% and 12% emission probabilities4, respectively.

22Na disintegrates predominantly to 22Ne. Only a very small fraction disintegrates to

the ground state of the 22Ne. The probability of disintegration through β+ decay is

90%5. Right after the positron emission the 22Ne decays into its ground state and emits

a gamma of 1275 keV.

The positron eventually annihilates with an electron of the surrounding media and two

511 keV photons are emitted. Hence, for each positron emission three photons will

effectively be created, two with 511 keV energy and one with 1275 keV.

The rate of photons with 511 keV is twice that of those with 1275 keV. However, the

difference of energy is large and the probability of the 1275 keV photon to be absorbed

by the detector is much less than that of 511 keV. Moreover, the electronics have been

adjusted to the range of energy up to 1 MeV. All the events with higher energy than

this will appear as overflow events with no information about their energies.

4Data from http://www.nucleide.org/DDEP WG/Nuclides/Co-57 tables.pdf
5Data from http://www.nucleide.org/DDEP WG/Nuclides/Na-22 tables.pdf
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Figure 4.14: Spectroscopy of 57Co at 500 V/mm and room temperature.

4.3.2.1 Measurement with 57Co

The energy resolution has been measured at 122 keV with the CdTe at a bias voltage

of 500 V/mm and at room temperature. The results can be seen in Fig. 4.14. One can

distinguish clearly the two peaks at the decay lines 122 keV and 136 keV. In the lower

energy range one can see the 14.4 keV peak of 57Co and the 7.3 keV that corresponds to

the most probable electron emission of the 57Fe radionuclide6. The FWHM at 122 keV

is 3.7 keV. This represents a resolution of 3.03%.

The 122 keV peak shows a clear asymmetry on the low energy side. There is a low

energy tail of events that should be in the peak. These events have undergone the effect

of charge trapping and have lost part of the energy. Between 80 keV and 100 keV one can

see an excess of events above the background level and this is due the scattering process.

Indeed this region corresponds to the range with maximum probability of scattering.

4.3.2.2 Measurement with 22Na

22Na is an ideal radioactive to evaluate detectors for the use in PET because it emits two

photons, each with 511 KeV, as the FDG18, and thus providing an excellent environment

for detector evaluation when it comes to both energy and time-coincidence resolution.

6Data from http://www.nucleide.org/DDEP WG/Nuclides/Co-57 tables.pdf
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Figure 4.15: Spectroscopy of 22Na at 500 V/mm and room temperature.

The spectroscopy of 22Na acquired at 500 V/mm and at room temperature is shown in

Fig. 4.15. One can see one peak which corresponds to the 511 keV photons created at

the positron-electron annihilation. The FWHM is 8 keV which represents a resolution

of 1.57%.

The Compton edge for events of 511 keV is 340 keV. The spectroscopy should follow

a distribution similar to what is shown in Fig. 1.6, with the photopeak at 511 keV.

Both the Compton edge and the photopeak are clear in the spectroscopy in Fig. 4.15.

The region between the Compton edge and the 511 keV peak should be, theoretically,

empty. However, Fig. 4.15 shows it is not. These events are due to background activity

of photons with originally 1275 keV.

Increasing the bias voltage of a semiconductor detector increases the velocity of the

charge carriers and, hence, reduces the drift time. With a shorter drift time, the prob-

ability of the charge carriers to be trapped by the material lattice is reduced. However,

high bias voltages cause high noise on the detector because of the leakage current. One

way to reduce the leakage current is to decrease the temperature. For these reasons

the bias voltage has been doubled and, at the same time, the temperature has been

reduced from room temperature down to -8◦C. Fig. 4.16 shows the distribution of 22Na

spectroscopy at 1000 V/mm and at -8◦C.
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Figure 4.16: Spectroscopy of 22Na at 500 V/mm and room temperature.

The FWHM of the 511 keV peak in Fig. 4.16 is 6 keV and this represents a 1.2%

resolution. The improvement with respect to the resolution at room temperature is due

to the reduction of the noise spread and the decrease of charge trapping. One can see,

quantitatively, that the low energy tail of the 511keV peak is less pronounced.

4.3.3 Coincidence Time Resolution

The coincidence time resolution is obtained by evaluating the FWHM of the time dif-

ference distribution from the two 511keV photons, using the data sample obtained with

the coincidence acquisition mode, as shown in Fig. 4.17. The trigger threshold of the

setup has been placed at 25 keV. Only the coincidences with both photon energies above

25 keV have been included in the distribution.

The mean value of the distribution is around 10 ns which corresponds to the offset and is

irrelevant for our investigation. The FWHM of the distribution is 12.5 ns. The fraction

of the events within the FWHM window changes for distributions with different mini-

mum acceptance energy. In order to compare fairly the different distributions, the time

window containing a precise fraction of the coincidence events has been evaluated. In

Fig. 4.17 the red colored region containing 70% of the coincidence events corresponds to

a coincidence time window of 20 ns. The time window containing 90% of the coincidence

events, colored in green, corresponds to a time window of 53.5 ns.
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Figure 4.17: Coincidence time difference distribution of two CdTe diodes operated
at -1000 V/mm and at -8◦C.

Figure 4.18: FWHM and window with for 70% and 90% of the events for different
minimum acceptance energies.

The measurements showed on Fig. 4.17 have been applied on distributions with different

minimum acceptance energy. A summary of the FWHM, and window widths for 70% and

90% of the events is shown in Fig. 4.18. The higher is placed the minimum acceptance

energy, the smallest FWHM and the narrower the widths 70% and 90% of the events

becomes.
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Figure 4.19: Scatter plot of the energy spectroscopy of both detectors. The events
in Fig. 4.17 are enclosed in the pink rectangle. The events in Fig. 4.20 are enclosed in
the blue rectangle.

Fig. 4.19 shows the scatter plot of the energy spectroscopies of both detectors. One can

observe clearly the rectangle below the Compton edges of both detectors and the corner

for both 511 keV events. The coincidence time difference distribution for events in the

511-511 corner is plotted in Fig. 4.20. The FWHM is reduced from 12.5 ns, where all

events with energies above 25 keV are accepted, down to 6 ns with the new energy cut

of 500 keV. In the cases that the time window contains 70% and 90% of the events, the

reduction is even more significant. The time window containing 70% of the events is

reduced from 20.5 ns to 6 ns, whereas for that containing 90% of the events is reduced

from 53.5 ns down to 9 ns.

The improvement of the coincidence time resolution implies an increase of the offline

energy threshold and, therefore, a reduction of the statistics. The trade-off between

coincidence time resolution and detection efficiency is of crucial importance for the

future performance of the VIP-module. Fig. 4.21 shows the fraction of events from the

data sample above acceptance energies from 25 keV to 500 keV. One can see that barely

5% of the events have energies above 500 keV.
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Figure 4.20: Coincidence time difference distribution of two CdTe diodes operated
at -1000 V/mm and at -8◦C. Only coincidences with both photons with energy above
500 keV accepted.

Figure 4.21: Fraction of events of the data sample above different threshold
acceptance energies, relative to the energy cut of 25 keV.
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4.4 Discussion

The single pixel CdTe detector operated at room temperature and 500 V/mm shows a

resolution at 122 keV of 3.03%. Studies with CdTe/CZT detectors with slightly different

thickness and operated at similar bias voltages show comparable resolutions [145–152].

The resolution achieved at the same conditions and at 511 keV is of 1.57%. For the

same energy and a bias of 1000 V/mm and at -8◦C the resolution at 511 keV improves

to 1.2%. Again these results for high bias and low temperature are comparable with

what has been already reported for this type of detectors [73, 151, 153, 154].

The results obtained for the coincidence time resolution show a strong dependence of

this magnitude with the energy of the photons detected. A FWHM of 12.5 ns for events

with energy above 25 keV has been measured. For events with an acceptance energy of

500 keV, the coincidence time resolution is 6.0 ns. Publications for similar detectors of

CdTe and CZT report a coincidence time resolution between 9 ns and 25 ns [143, 154].

The excellent energy resolution of a CdTe diode with 2 mm thickness has been proved.

The results achieved for the coincidence time resolution can be used to evaluate the

maximum activity at which the VIP module can be operated without a significant pile-

up effect. More than 50% of the events are acquired with a window width of 20 ns with

the minimum acceptance energy threshold. By using this window width, the VIP-PET

is expected to saturate at 5.3 kBq/mL [19]. This activity is relatively low compared to

the 300 MBq that state-of-the-art PET scanners can achieve an activity concentration

of 23.1 kBq/mL [155]. However, the VIP-PET achieves a scatter fraction of 3.95% [19]

whereas the same state-of-the-art PET scanners achieve a scatter fraction of 37.9% [155].

A reduced scatter fraction means a high signal purity, which will allow the VIP-PET to

ahieve a great performance regardless of the lower activity in which it can be operated.



Chapter 5

Pixel CdTe Performance with

VATA Front-End Electronics

With 2 mm thick, and 4.1 mm x 4.1 mm single pixel CdTe detector it has been shown

that one can achieve an energy resolution of 1.2 percent FWHM at 511 keV and a good

timing resolution for coincidence events of 511 keV in a window time of 20 ns. However

using small voxel CdTe detector of 1 mm × 1 mm × 2 mm, similar to those of VIP

detector, might have impact on the result of measurements due to the small pixel effect

and the charge sharing among neighboring pixels.

In this chapter, the results obtained using a pixel detector, an array of 10 × 10, will be

discussed. The readout has been done by the VATAGP7.1 chip because the VIP chip

was still under development.

5.1 Setup

The setup described in this section has been used to characterize the charge sharing

between pixels. It consists of a pixelated CdTe diode readout by a commercial ASIC,

the VATAGP7.11. The VATAGP7.1 has been controlled by an FPGA and the PC

controls the FPGA via USB port connection. A Labview executable has been developed

to control the FPGA and the power supplies.

1VATAGP7.1 was developed by gamma medica-ideas. The manual of the VATAGP7.1 can be found
in http://merlot.ijs.si/ studen/petProbe/schematics/VATAGP7.1-V0R8.pdf

96
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Figure 5.1: Green color: electrode, red circles: passivation holes, white color:
isolation lines.

5.1.1 Pixelated CdTe Diode

The CdTe diode used in this setup has been manufactured by ACRORAD through the

THM method. It has 10.15 mm × 10.15 mm surface and 2 mm thickness. It is a Schottky

diode with the following electrode metal deposition: pixel/ALN/Au/Ni/Au/Al/CdTe/P-

t/continuous. The pixel electrode is divided into 99 pixels as shown in Fig. 5.1, each with

a pitch of 0.94 mm. Each pixel has a circular passivation hole in the center with 0.2 mm

diameter. The pixels are separated each other by 50 µm. The 99 pixels are placed in

a 10×10 distribution. One pixel electrode in the corner of the detector is connected to

the guard ring. The guard ring itself, is 50 µm wide and it is separated from the outer

pixels by a gap of 50 µm.

5.1.2 VATAGP7.1

VATAGP7.1 is an ASIC designed specifically for semiconductor detector and can ready

128 channels (strip detector). A conceptual sketch of the functionality for each channel

is shown in Fig. 5.2. Each channel has a charge sensitive preamplifier and a sample/hold
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Figure 5.2: Sketch of the electronic components of one channel of the VATAGP7.1
readout ASIC.

multiplexed analogue readout. It also includes a fast shaper of 50 ns peaking time that

gives a trigger signal with less time walk.

The VATAGP7 has 3 readout modes: the Serial readout, the Sparse readout and the

Sparse readout with neighbor channels. In the serial readout, the values of the energy for

all channels are acquired in every trigger. In the sparse readout, only the value of the

energy of the trigger channel is acquired. Finally, in the sparse readout with neighbor

channels, the value of the energy for the trigger channel and its neighbors are acquired.

The serial readout mode has been used to obtain the maximum information per each

event. The sequence of the input signals required by the VATAGP7.1 for the readout of

an event and the output signals are shown in Fig. 5.3. In this sketch, three physics events

occur in channels 1, 124 and 100. The signals in channels 1 and 100 are large enough to

create a trigger. The trigger signal corresponds to the signal mgo and ta in the diagram.

The signal mgo and ta shows the two signals corresponding to the physics events of

channels 1 and 100, represented in the diagram with the labels a and b, respectively.

After 500 ns of the trigger signal, the sample-and-hold signal, sh in the diagram, rises

up and the readout process starts. Then a shift bit is clocked into the shift register

by shift in d and gck. The analog value of channel 0 is enabled in outp d. For each

clock gck, the shift bit is clocked to the next channel. When the last channel is enabled,

shift out d rises up to give a shift in signal for the next chip in the chain. Finally, a

reset is applied to the shift register. If all channels are clocked the reset is not needed.

5.1.3 Detector Assembly

The VATAGP7.1 is designed for the readout of strip detectors. For this reason it has all

the connection pads placed on one side, see the layout of the VATAGP7.1 in Fig. 5.4.
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Figure 5.3: Time sequence of the input/output signals of the VATA serial readout
mode.
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Pads for detector 
output signals

Intput/output for
read and write

Figure 5.4: Layout of the VATAGP7.1 ASIC.

However, the CdTe diode used in the test setup has pixel electrode array. A glass

substrate has been used as an adapter to convert the pixel matrix array of pads into

linear array of pads to make it possible to be connected to the VATAGP7.1 inputs with

wire bonds.

The glass substrate connection pattern is shown in Fig. 5.5. Each point represents the

position for one bump-bond connection. The pixels have been grouped into pairs such

that, effectively, the diode has 50 pixels. The pixels have a pixel electrode 2 mm × 1 mm,

but one has 1 mm × 1 mm. A picture of the CdTe diode bonded to the glass substrate

assembly is shown in Fig. 5.6. With such configuration, one single VATAGP7.1 can read

2 CdTe diodes.

The detector assembly and the VATAGP7.1 have been mounted on a rigidflex PCB. The

picture of the rigiflex PCB with both the detector assembly and the ASIC mounted on

it is shown in Fig. 5.7. The rigiflex PCB is designed to stack many identical layers and

form a detector module with similar characteristics to the VIP module. The rigiflex

PCBs have a flex part to be stacked without creating mechanical stress between layers.
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Figure 5.5: Sketch of the glass substrate design employed.

Figure 5.6: Picture of the edge view of the CdTe diode assembled on the glass
substrate.

Each layer can hold 8 CdTe diodes and 4 VATAGP7.1. However, in this setup only 2

ASICs and 4 CdTe diodes have been mounted.

The glass substrates are attached to the PCB with glue. The glass substrate pads are

connected to the lines in the PCB with wire bonds. The VATAGP7.1 chips are mounted

on the glass substrate, which acts as signal fan-out, and fixed by glue. The ASICs

are connected to the signal conditioning board through a connection HQCD-030 from

SAMTEC.
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Figure 5.7: Picture of the rigiflex PCB.

5.1.4 Signal Conditioning Board

A signal conditioning board has been designed and manufactured to convert the current

pulses into voltage pulses, amplify them for further signal processing, provide the LV and

HV power, and adapt the FPGA NIM signal to the VATAGP7.1 required logical levels.

The voltage levels of the digital signals of the VATAGP7.1 are not the standards and

therefore, they need to be conditioned too. Moreover, it also provides voltage references

for the VATAGP7.1. The signal conditioning board is shown in the picture in Fig. 5.8. It

also includes the 14 bits ADC ADS6442 from TI 2. The ADC digitizes the track and hold

data outputs of the VATAGP7.1 ASIC and sends them to the FPGA. The conditioning

board is designed to handle up to 4 VATAGP7.1 chips.

5.1.5 FPGA

An FPGA is an integrated circuit that can be configured for an unlimited limited number

of times. The FPGA has been programmed to perform digital signal sequences such as

the one shown in Fig. 5.3. The processes the FPGA carries out are Program ASIC, Set

Trigger Threshold, and Data acquisition. The three processes are conceptually sketched

in Fig. 5.9.

The Program ASIC process sends the control register to the ASIC. The control register

consists of 926 bits and contains the configuration of all the settings in the ASIC.

2Texas Instruments, USA.
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Figure 5.8: Signal conditioning board (left) and rigiflex PCB (right).

The trigger threshold of the VATAGP7.1 can be set either internally, through the control

register, or externally, supplying a voltage reference. In this setup the trigger threshold

is set externally The Set Trigger Threshold process sends the value trigger threshold

to a DAC in the signal conditioning board and the DAC supplies the reference to the

VATAGP7.1.

The Data acquisition process performs the readout sequence explained in Sec. 5.1.2

according to the parameters loaded in the FPGA. The sample and hold time is the time

to sample the signal after the trigger and it is about 500ns. However, this delay has to

be fine tuned to make sure one is sampling the peak of the slow shaper. The number of

events and timeout set the maximum number of events and maximum acquisition time,

respectively, in each acquisition process. The acquisition terminates when any of the two

conditions is fulfilled. The dead time is the amount of time the trigger is vetoed after
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Figure 5.9: Sketch of the funcionalities of the FPGA.

one acquisition. Test pulse ON/OFF activates the test pulse mode. In the test pulse

mode the FPGA sends digital pulses to generate the test pulses in the ASIC. Finally,

the Test pulse semi-period sets the semi-period of the test pulse sending rate in the test

pulse mode.

The FPGA is controlled by the DAQ software in the PC through a set of 5 functions im-

plemented in a dynamic-link library (DLL). A conceptual sketch of the 5 DLL functions

is shown in Fig. 5.10.

5.1.6 Graphic User Interface (GUI)

VATA Control (VAC) is a DAQ executable developed with Labview that allows the

user to program the VATAGP7.1, control the bias voltage of the diode and collect data.
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Figure 5.10: DLL functions used to connect the PC with the FPGA.

A sketch of the hierarchy of VAC and the rest of the devices in the setup is shown in

Fig. 5.11. VAC has direct control of the Keithley 2410 power supply and the FPGA.

The Keithley 2410 sets the bias voltage of the CdTe diode and takes measurements of

the leakage current continuously. The FPGA is an interface between the software and

the signal conditioning board and is used to control the VATAGP7.1 chip.

VAC obtains data corresponding to real physics, pedestal events or test pulses depending

on the mode of operation. The user sets the trigger threshold and enables the channels

to acquire real physics events. In order to acquire pedestal events, the FPGA sends the

pulses that correspond to the triggers. The test pulses are generated by the FPGA as

well. The VATAGP7.1 has to be set in the test pulse mode and, for every pulse sent by

the FPGA, the VATAGP7.1 generates a test pulse with the amplitude set by the user.

5.2 Results

The pixels of 2 diodes have been connected to the input channels of the VATAGP7.1 as

shown in Fig. 5.12. The behavior of pixels with size 2 mm × 1 mm has been characterized
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Figure 5.11: Scheme of the relation between the software and the devices in the
setup.

Figure 5.12: Map of the channels connected to the pixels for each diode. Diode 1 in
left and diode 2 in the right. The pixels have been colored according to their position
in the diode: corner pixels in red, long edge pixels in orange, short edge pixels in
green, and inner pixels in blue.
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Figure 5.13: Setup response for test pulses with different amplitudes for channel 22.
The input pulse with maximum amplitude has 22.25 fC, which corresponds to
618 keV in CdTe.

in terms of the charge sharing effect and the energy resolution for each pixel, both at

different energy levels.

5.2.1 Calibration

The linearity of the setup has been checked by using test pulses with different ampli-

tudes. The curve of the ADC measurements for different input charge values is shown

in Fig. 5.13. The maximum input charge, 22 fC, corresponds to a deposition of 618 keV

energy in CdTe, which has band-gap of 1.44 eV. One can see that the behavior of the

device is fairly linear in this range.

The gain of the setup has been measured using three different radioactive sources: 241Am,

57Co and 22Na. The main lines of emission for these radioactive sources are at 59.5 keV,

122 keV and 511 keV, respectively. The curve of the setup response for different energy

depositions in the diode is shown in Fig. 5.14. The linear fit adjusts well to the data,

with an offset of 7968 ADC counts, that corresponds to the measured pedestal mean,

and a slope of 9.9 ADC counts per keV.

The distribution of the noise for each channel with the diodes biased at 500 V/mm and

at room temperature has been measured. Fig. 5.15 shows the standard deviation, σ, of

the noise distribution for all the pixels. The markers have been colored according to
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Figure 5.14: Calibration of ADC counts vs energy for channel 22. Three points at
59.5 keV, 122 keV, and 511 keV have been used for the fit. The fit offset is in
agrement with the measurement of the pedestal.
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Figure 5.16: Scatter plot of the energy values of channel 22 (x axis) and channel 17
(y axis) for any channel triggering. Spectroscopy acquired at 500 V/mm bias voltage
and at room temperature.

their position as in Fig. 5.12. No correlation with the noise spread and the pixel position

is observed.

5.2.2 Measurements with 22Na

The radioactive source 22Na has been used to study the behavior of the device for the

detection of photons with originally 511 keV energy. All the measurements have been

acquired at bias voltage of 500 V/mm and at room temperature. Fig. 5.16 shows the

scatter plot of the energy measured in two neighbor channels for the same trigger event.

These channels are 22 and 17, and they share one side of the pixel which is 2 mm long.
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One can identify 4 differentiated regions in the 2D spectra of events.

In the first place there is the Compton spectra of the 511 keV photon. This region

extends from 0 keV up to 340 keV. In the second place one can observe a region of events

that corresponds to the 511 keV photopeak. Along this region both channels together

sum 511 keV energy. The third region is the Compton spectra caused by photons of

1.275 MeV. This region extends from 0 keV up to 1.06 MeV. Finally, the fourth region

is that of the 1.275 MeV photopeak. The dynamic range has been optimized for the

measurement of 511 keV photons and saturates at ∼1 MeV. For this reason the plot

only shows a fraction of this region.

The energy sharing between pixels 17 and 22 is in most cases due to charge sharing

which occurs when an energy deposition takes place in a point close to the electrode

boundary.

Fig. 5.17 shows scatter plot for pixels 12 and 22 (not neighbors) for the same set of data

shown in Fig. 5.16. In Fig. 5.17 there is a significant reduction of events with a positive

energy on both pixels compared to Fig. 5.16. However, one can still distinguish the

regions corresponding to the 511 keV spectra and, more clearly, the 511 keV photopeak

region. In this case the positive energy on both pixels in the same event can be explained

by Compton interactions, i.e., events that scatter in one pixel and create a second

scattering or a photoelectric absorption in the second pixel. Two physically uncorrelated

photons interacting with the detector within <500 ns time difference can explain part

of this events as well. However, such events should not show a correlation between the

energy of both pixels and should be spread homogeneously along the 2D space.

Fig. 5.16 also shows a fraction of events with an energy lower than the pedestal average

energy, see region A. One can observe as well that these events have a more negative

value for higher energies of the neighbor pixel, see regions B and C. The induction of

negative energy on a pixel when a positive energy is induced in a neighbor pixel has been

already reported [156, 157]. In this work such events have been referred to as negative

energy events.
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Figure 5.17: Scatter plot of the energy values of channel 22 (x axis) and channel 12
(y axis) for any channel triggering. Spectroscopy acquired at 500 V/mm bias voltage
and at room temperature.

5.2.2.1 Negative Energy Induction on Neighbor Pixels

Fig. 5.18 shows the simulation results of the charge induction efficiency in a pixel for dif-

ferent impact points along the x-axis, which is perpendicular to the drift direction. The

pixel is centered at x=0 and has a pitch of 1 mm. It shows the charge induction efficiency

in the pixel for energy depositions between -1.5 mm and 1.5 mm. The contributions of

electrons, holes, and their sum are shown.

One can see that, electrons can induce a negative charge on the neighboring pixel if

the deposition has occurred in a position close to the pixel electrode in the x axis. The

effect is more pronounced if the deposition takes place close to the pixel electrode in

the z-axis (parallel to the drift direction) [156]. The signal induced by holes is positive,



Chapter 5. Pixel CdTe Performance with VATA Front-End Electronics 112

Figure 5.18: Charge induction efficiency versus lateral direction of the impact point
with z=1 mm, for 500 V/mm in a diode of 2 mm thickness and after 900 ns.

therefore, it compensates the negative induction of the electrons and the sum of both

contributions is 0 for depositions outside the pixel electrode.

The VATAGP7.1 shaper has a peaking time of 500 ns, which means that only the charge

induced on the electrodes during the first 500 ns will be integrated. The drift time of

holes for 2 mm, with the detector operated at 500 V/mm, is of the order of 800 ns3. In

the case of electrons, such drift time is of the order of 80 ns4. Therefore, the contribution

of electrons will be completely acquired for all events, whereas the contribution of holes

will be partially lost depending on where the interaction takes place along the z-axis.

The loss of charge may be enough such that the negative contribution of electrons cannot

be compensated by the holes contribution and the final measurement of the energy is

negative.

5.2.2.2 Charge Sharing Evaluation

The charge sharing effect for pixels with size 2 mm × 1 mm has been studied. A

sample of events triggered by the same channel has been studied in first place. Fig. 5.19

3Assuming a mobility of holes of µh=100 cm2/(V·s).
4Assuming a mobility of electrons of µe=1000 cm2/(V·s).
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Figure 5.19: Percentage of events with energy above 2σ per channel compared to
the total events triggered in channel 22.

shows the fraction of events with energy above 2σ of the pedestal distribution for each

pixel in diode 1 triggered by a deposition in pixel 22. It also shows the correlation

between number of events in each of the neighboring pixel and length of the electrode

side each pixel shares with the triggered pixel. The measurements show a fairly linear

proportionality between the fraction of events and the length of the side shared with the

trigger channel.

The spectroscopy of the neighbor pixels to pixel 22 for events triggered by pixel 22 and

also for events triggered by pixel 43 are shown in Fig. 5.20. The energy spectroscopies

of pixels top, bottom, left and right around pixel 22 are shown. The statistics for the

events triggered by pixel 22 is much more than those triggered by pixel 43, which is

located relatively far away from pixels 17, 21, 23 and 27.

The amount of events undergoing charge sharing in every pixel has been evaluated. A

charge sharing event is considered when at least one of the neighboring channels has
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Figure 5.20: Energy spectroscopy of the 4 pixels surrounding pixel 22. The relative
positions of each pixel with respect to the trigger pixel according to Fig. 5.12 are 17
top, 27 bottom, 21 right and 23 left.
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Figure 5.21: Fraction of events undergoing charge sharing normalized to the total
events triggered by that pixel. The pixels have been differentiated according to their
position in the diode. The average for inner, edge and corner pixels has been drawn
with a line. The colors used correspond to those shown in Fig. 5.12.

an energy above 2σ of the pedestal distribution. Neighbor pixels have been considered

those pixels surrounding the trigger pixel. For inner, short edge, long edge, and corner

pixel, the number of neighboring pixels are 8, 5, 5, and 3 respectively.

Fig. 5.21 shows, for all the pixels, the percentage of events undergoing charge sharing

normalized to the total number of events triggered by the central pixel. The fraction of

events undergoing charge sharing is strongly correlated the position of the pixel among

the diode. One can distinguish the behavior of the 4 categories of pixels: inner, short

edge, long edge, and corner. They show a fraction of charge sharing events of 21.19%,

17.43%, 14.09% and 11.36% respectively.
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Figure 5.22: Spectroscopies of 22Na at 500 V/mm and at room temperature for
channel 22. The four distributions corresponds to four cuts on the same data sample.
(Blue) raw data, (red) charge sharing events above 2σ rejected, (yellow) charge
sharing events above 1σ rejected and (magenta) negative events below 2σ rejected.

5.2.2.3 Energy Resolution

The energy resolution of the device has been measured for a photon energy of 511 keV.

A sample of data has been analyzed with different cuts at the pedestal level. The data

has been taken at bias voltage of 500 V/mm and at room temperature. The results

for pixel 22 can be seen in Fig. 5.22. The raw data histogram include all the events

as measured but also calibrated for gain correction. The other histograms are done

with cuts on positive energy deposition above 1 and 2 sigmas, in any of the neighboring

pixel around pixel 22 to veto any of events that have undergone charge sharing. The

last cut has been applied to eliminate those events that show negative pedestal in the

neighboring pixels. This type of events are strongly correlated with events where the

holes are the major carriers, that is events that deposit the energy close the anode of

pixel 22.

Fig. 5.23 shows a zoom around the 511 keV peak shown in Fig. 5.22. One can see a

long tail on the low energy side for the raw spectroscopy and those without the charge

sharing events. The FWHM at 511 keV for the raw data is 3.46%. When the events with

charge sharing for energy cut of 2 sigma are rejected, the FWHM improves to 3.19%. If
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Figure 5.23: Zoom of the plot shown in Fig. 5.22 between 400 keV and 550 keV.

a 1 sigma cut is applied, the FWHM is 3.15%. The result is a little bit better but at the

cost of statistics. The number of events in the data sample gets reduced from 78.5% to

63.4%. It is expected that with the 1 sigma cut good events are likely to be removed.

A dramatic improvement on the energy resolution is achieved by rejected the negative

energy events. The 17.7 keV FWHM of the raw distribution decreases down to 6 keV,

which represents a resolution of 1.17%. One can note that the peak of the distribution

does not show the asymmetry on the low energy side created by the events dominated

by holes. However, the reduction on the data sample is of 49.2%. This shows that the

user must determine a trade-off between energy resolution and detection efficiency.

Fig. 5.24 shows the energy resolution of the four distributions for all the channels in the

device. One can see an an increasing trend of the FWHM for the corner, long edge, and

short edge pixels for the first three distributions. For corner and long edge pixels, which

have more perimeter next to the guard ring, the trend is more intense. The voltage of

the VATAGP7.1 preamplifier input is of ∼-1 V. The guard ring is connected to ground

and the common electrode (opposite to the pixel electrode) is set to -1000 V. For energy

depositions occurred close to the pixel electrode, part of the charge may leak to the guard
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Figure 5.24: Energy resolution of the four distributions shown in Fig. 5.22 for all
the channels in both diodes. The average value for each distribution is drawn with a
straight line.

ring electrode and, therefore, there will be a loss of energy on the measurement. This

trend disappears in the cut of the negative energy events because the events that occur

close to the pixel electrode, which are potential responsible of this effect, are rejected.

The average resolutions for all the pixels show a slight improvement of energy resolution

by rejecting charge sharing events above 2σ. The more restricting cut of events above

1σ does not improve, practically, the energy resolution, compared to the cut of charge

sharing events above 2σ, from 3.377% to 3.333%. Finally, the dramatic improvement

of the distribution without the low energy events is consistent in all the channels. The

average resolution improves from the 3.615% of the raw spectroscopy down to a 1.275%.
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Figure 5.25: Scatter plot of the energy values of channel 22 (x axis) and channel 12
(y axis) for any channel triggering. Spectroscopy acquired at 500 V/mm bias voltage
and at room temperature.

5.2.3 Measurements with 57Co

The behavior of the detector for photons with 122 keV energy has been studied with a

57Co radioactive source. All the measurements shown are acquired at 500 V/mm and

at room temperature. Fig. 5.25 shows the plot of the energy measured in two neighbor

channels for the same event for a data acquisition of 57Co. One can observe the region

corresponding to the photopeaks of 122 keV and 136 keV. In this case the negative

events show smaller negative amplitude due to the lower energy of the 57Co photopeaks

(122 keV and 136 keV) compared to those of the 22Na (511 keV and 1.275 MeV).
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Figure 5.26: Percentage of events with energy above 2σ per channel compared to
the total events triggered in channel 22.

5.2.3.1 Charge Sharing Evaluation

The effect of charge sharing for depositions of 122 keV has been studied. Fig. 5.26 shows

the percentage of pixels with energy above 2σ of the pedestal distribution for each pixel

in diode 1 for events triggered by pixel 22. The pixels neighbor to the trigger pixel show

higher percentages. Although they also show a top-bottom and left-right geometry, the

proportionality between the amount of statistics and the length of the side is not as

linear for the results of the 22Na.

One can observe that the fraction of events for pixels far from the triggered pixel is, in

general terms, higher than those of 22Na. They can be the result of Compton interac-

tions. The probability of a 122 keV photon to create a Compton interaction is lower that

that of a 511 keV photon. However, the photons created in Compton interactions of

122 keV photons have energies below 50 keV. Therefore, the absolute probability of such
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Figure 5.27: Fraction of events undergoing charge sharing normalized to the total
events triggered by that pixel. The pixels have been differentiated according to their
position in the diode. The average for inner, edge and corner pixels has been drawn
with a line.

photons to interact with the diode, either by means of photoelectric effect or scattering,

are higher.

Fig. 5.27 shows the percentage of events undergoing charge sharing on each pixel out of

the total amount of events triggered in that pixel. As in the case of the 22Na data, the

pixels behave different according to their position in the diode. The average of events

undergoing charge sharing for inner, short edge, long edge, and corner pixels are 17.32%,

13.94%, 11.13% and 8.69%, respectively. These values are lower than those obtained for

the 22Na data. The main photopeak of the 22Na has 511 keV, whereas that of the 57Co

has 122 keV. The absolute charge shared per deposition is smaller in the case of the

57Co and, therefore less charge sharing is observed.
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Figure 5.28: Spectroscopies of 57Co at 500 V/mm and at room temperature for
channel 22. The four distributions corresponds to four cuts on the same data sample.
(Blue) raw data, (red) charge sharing events above 2σ rejected, (yellow) charge
sharing events above 1σ rejected and (magenta) negative events below 2σ rejected.

5.2.3.2 Energy Resolution

The energy resolution has been studied for different energy cuts on the pixels surrounding

the triggered pixel. Fig. 5.28 shows four cuts of the same data sample. The first cut

corresponds to the raw distribution of events triggered by channel 22. In two of the

distributions events undergoing charge sharing, with energy above 1 and 2 sigmas, have

been rejected. In the fourth distribution, events with low energy below 2σ of the noise

have been rejected.

The FWHM for the raw distribution is 7 keV, whereas for either the charge sharing

rejection above 1σ and the negative energy below 2σ is 5 keV. The most restrictive cut

is that of the charge sharing for 1σ, which leaves it with 61.3% of the statistics of the

raw distribution. The FWHM does not improve much by applying cuts as in the case of
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the 22Na. This can be explained because the charge sharing is comparable to the noise

of the pixel.

Fig. 5.29 shows the energy resolution of the distributions shown in Fig. 5.28 for all

the pixels in the diode. Unlike the data shown for channel 22, the graph shows that

in average, the best resolution is clearly achieved by the distribution with the negative

energy rejection. The raw distributions show 7.03 keV FWHM in average versus a 4.63%

of the distribution with the negative events rejection.

The results obtained with the 57Co source show less charge sharing between pixels. They

also show that the energy resolution cannot be improved as much as it has been done

with the 22Na measurements. Therefore, the trade-off between energy resolution and

efficiency is, in this case, less crucial to find an optimum working point for the detector.
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5.3 Discussion

The VATAGP7.1 has been used to build a pixelated detector of CdTe. Previous pub-

lications report of similar semiconductor devices employing this ASIC [145, 158]. Two

CdTe diodes with effective pixels of 2 mm × 1 mm have been operated at 500 V/mm

and at room temperature.

The charge sharing effect on the pixels has been measured for the spectroscopies of 22Na

and 57Co. The percentage of events undergoing charge sharing out of the total triggers

in that pixel is proportional to the perimeter of the pixel in contact with other pixels

for both sources. For the data obtained with 22Na, inner pixels, with 6 mm perimeter in

contact with other pixels, show a charge sharing of 21.19%. This result can be reescaled

to pixels of 1 mm × 1 mm. Such pixels would have a charge sharing of 28.26%.

The energy resolution when using raw data (no cut applied) at 511 keV is of 3.62%

and is improved to 3.38% by rejecting the fraction of the charge sharing events. The

energy resolution when using raw data (no cut applied) at 122 keV is of 5.90% and is

improved to 5.33% by rejecting the fraction of the charge sharing events. The major

improvement on the energy resolution has been achieved by rejecting the events with a

dominant contribution of holes. Energy resolutions of 1.28% and 4.01% at 511 keV and

122 keV respectively have been achieved. Devices employing pixelated detectors have

reported for similar results [159–163].



Chapter 6

VIP-Detector Characterization

This chapter is about the characterization of the smallest detector unit in the VIP

design, the VIP-Detector. It consists of pixel CdTe attached to a VIP-PIX chip. The

performance of the VIP-PIX is fundamental for the overall behavior of the VIP-Detector.

For this reason, the VIP-PIX has been probed and tested to find the optimum working

point to operate it.

The setup used to characterize both the VIP-PIX and the VIP-Detector is complex

due to the abundant tests that have to be performed and their diversity. In terms of

the detector characterization, the energy resolution at different energy levels has been

studied for all the pixels in one VIP-Detector.

6.1 VIP-Detector Setup Description

The VIP-Detector consists of a pixelated CdTe diode attached to a VIP-PIX via bump-

bonding. The hardware readout PCB has been split into two parts: a baby board PCB

(BB), and a mother board PCB (MB). The BB contains a reduced amount of components

and has small size. The MB is bigger and contains the rest of the components required

for the readout of the VIP-Detector. Each VIP-Detector is mounted on an individual

BB in order to test it and characterize it. The MB is connected to an FPGA to perform

the digital signal sequences required by the VIP-PIX ASIC.

125
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Figure 6.1: VIP-Detector assembly. A CdTe diode of 10.4 mm × 10.5 mm surface is
mounted on a VIP-PIX chip. One ball of 250 µm diameter of BiSn is deposited in
each pixel pad of the VIP-PIX. Later the balls are melted on the CdTe diode
electrodes through flip chip process.

6.1.1 VIP-Detector Assembly

The CdTe sdiode has been developed by ACRORAD and has dimensions 10.4 mm ×

10.5 mm with 2 mm thickness. The pixel electrode is divided into 100 pixels of 1 mm× 1 mm

each and has an electrode configuration: pixel/ALN/Au/Ni/Au/Al/CdTe/Pt-continous.

The CdTe diode is bump-bonded to the VIP-PIX with BiSn solder balls of 250 µm diame-

ter such that each pixel electrode is connected to one readout channel. The VIP-Detector

assembly has 100 pixels with independent readout, a picture is shown in Fig. 6.1.

The VIP-Detector assembly is mounted on a BB. The BB has dimensions of 45 mm ×

45 mm and includes one of the stages of the high voltage filter. A picture of the naked

BB is shown in Fig. 6.2. The VIP-Detector is attached to the BB with conductive glue.

Each of the 64 I/O pads of the VIP-PIX is connected to the BB with wire boundings

of aluminum of 25 µm diameter. A wire of aluminum of 80 µm diameter connects the

continuous electrode of the diode to the HV pad.

The BB has two SAMTEC connectors on the bottom so it can be plugged in the MB.

An aluminum box is mounted on the BB in order to protect the components mounted

on it, specially the wire boundings of the ASIC pads and the high voltage wire. Fig. 6.3

shows the picture of one BB with one VIP-Detector assembly mounted on it.
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Figure 6.2: Baby-board for the VIP-PIX ASIC. The VIP-PIX is attached to the BB
with conductive glue. The big pad in the center is a ground plate for the VIP-PIX.

Figure 6.3: Baby board with a VIP-Detector assembly mounted on top.

6.1.2 Mother Board PCB (MB)

The MB used for the readout of the VIP-PIX chip is fixed inside an aluminum structure

in order to protect the components and isolate them from electromagnetic interferences.

A picture of the MB is shown in Fig. 6.4.

The DC power supply connectors provide the power to the MB. There are four connectors

for 2.5 V and one for 3.3 V. Two flat connectors are placed to connect the MB with the

FPGA. Two SAMTEC connectors are placed on the center to plug the BB.

One stage of the high voltage filter has been placed on the MB. One would expect for

the high voltage filter to be physically as close as possible to the diode. However, given
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Figure 6.4: Motherboard PCB.

the huge size of the capacitors, they cannot be placed on the BB and have to be placed

on the BB.

Some connections for external references are also placed on the MB. The VIP-PIX does

not require them to operate. They are placed there as a tool for debugging. A few more

connections for probing purposes are placed as well. They allow to observe signals for

advanced debugging tasks of the VIP-PIX performance.

Further details on the FPGA and the GUI used for the data acquisition are explained

in App. B.
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6.2 Chip Probing

A total of 1584 VIP-PIX chips, from nine 8” wafers, have been probed. The probing

process has been carried on before thinning and dicing the wafers. The probing of the

wafers was done with customized probe card mounted on Karl-Suss probe station at

CNM. The probe test checks the pixel linearity response to test pulse for both ampli-

tude (ADC) and the time stamp (TDC). It also checks the power consumption and the

electronic noise from the pedestal measurements. Then the VIP-PIX chips are classified

into classes according to the probe results. The best chips are reserved to construct the

VIP PET ring.

A picture of the probe station setup is shown in Fig. 6.5. The FPGA and the MB are

the same that have been used for the VIP-Detector operation. An oscilloscope has been

also used to monitoring the chip operating status.

A Labview routine has been used to automatize the probing process of the VIP-PIX.

This application performs a variety of tests to the chip and shows a summary of the

results to the user. The settings have been optimized such that the overall testing process

for a single chip takes 30 s.

An example of the prompt screen after one test is shown in Fig. 6.7. It provides three

pixel maps: Trigger OK?, ADC OK? and PED OK?. The Trigger OK? map represents

the functionality of the pixel trigger. In this case the trigger of all pixels are working.

The ADC OK? represents the ADC status. The ADC is considered to failure when it

always delivers the same set of values or it does not show a difference response for a test

pulse with different amplitude. Average 7% of the pixels have bad ADC. The PED OK?

map gives a first approximation of the pedestal distribution of the pixel. If the pedestal

distribution for one pixel has a spread significantly higher than what is expected or all

the measurements have the same ADC value, the pedestal is taken as wrong, and the

red light shows off for that pixel. The criteria to define if the pedestal is good or not can

be changed, therefore it is an interpretable result. In the example shown, all the pixels

with bad ADC, 8, plus another one, 9 in total, show a wrong pedestal distribution.

On the bottom left side of the panel there are two rows of indicators. These indicators

show, among other features, the functionality of the reset, the chip ID, the temperature

sensor, the TDC, the global register and the pixel register. The linearity of the TDC



Chapter 6. VIP Detector Characterization 130

Figure 6.5: Picture of the setup used for the chip probing.

is also tested and shown. The criteria to decide of the TDC response is linear can be

changed by the user, hence, this result is interpretable.

6.2.1 Probing Results

The chips have been classified into 6 categories according to their performance:

• Class A: # Bad ADC ≤ 7,

(#Bad Peds + #Bad Triggers) ≤ 7 && (#Bad DTPs + #Bad Triggers) ≤ 7
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Figure 6.6: Probe card used for the probing of the VIP-PIX.

Figure 6.7: Example of the results shown after a probing process.

• Class B: 7 < # Bad ADC ≤ 10,

7 < #Bad Peds ≤ 10 && 7 < #Bad DTPs ≤ 10 && 7 < #Bad Triggers ≤ 10

• Class C: 10 < # Bad ADC ≤ 15

• Class D: # Bad ADC > 15

• Class E: Status TDC 6= 1

• Class F: Chip not probed
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Figure 6.8: Classification of the chips in one wafer.

Wafer Class A Class B Class C Class D Class E Class F

3 100 42 11 0 13 10
4 102 49 8 0 15 2
5 93 56 16 0 8 3
6 109 43 11 0 9 4
7 96 53 15 0 10 2
8 97 44 17 0 16 2
9 96 55 10 2 10 3
10 93 51 18 1 11 2
11 94 47 16 0 16 3

Total 880 (55.6%) 440 (27.8%) 118 (7.7%) 3 (0.2%) 108 (6.8%) 31 (2.0%)

Table 6.1: Classification of chips per wafer and total.

A total of 9 wafers have been probed with 176 chips each. An example of the classification

of the chips in one wafer is shown in Fig. 6.8. The details of the pixel classification per

each wafer is shown in Tab. 6.1. Most of the chips are either class A or B (83.4%). Chips

of type A or B have been chosen to build the VIP-Detector assemblies. Chips from other

categories have been used as mechanical samples to test the process of assembling the

VIP-Detector.
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Figure 6.9: ADC response for test pulse with amplitudes from 10 mV up to 540 mV.

6.3 Results with VIP-Detector

6.3.1 VIP-PIX Response Characterization

The response of the VIP-PIX ADC for energy measurements has been characterized

using an external test pulse with varying amplitude from 10 mV up to 550 mV in steps

of 10 mV. The test pulse has been sent to the input of the pixel via the CdTe detector

which acts, for such test, as simple capacitor. The advantage of using this method is to

check the bump-bonding connection between every pixel electrode and the corresponding

pixel channel. At the same time this scheme of test pulse injects the same pulse in all

the pixels since each pixel has the same capacitance like the other ones.

Fig. 6.9 shows the ADC measurement for different test pulse amplitudes. One can see

that the setup saturates for an amplitude of 490 mV. The response is linear in the range

between 150 mV and 490 mV. The behavior of the pixel response below 150 mV deviates

from linearity. This sort of intrinsic limitation is due to the fact of using active feedback

resistor in the shaper. The VIP-PIX allows to set different gains with maximum input

signal equivalent to 120 fC. In order to optimize the full dynamic range for the use of

PET, the gain will be set such that the 511 keV peak is placed slightly below the 490 mV

input.
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Figure 6.10: TDC response for signals sent after delays of 0 ns, 12.5 ns, 25 ns,
37.5 ns, 50 ns, 62.5 ns, 75 ns and 87.5 ns. The error bars grow when the value of the
measurements is higher.

The rise and fall edges of the 40 MHz clock of the FPGA have been used to calibrate

the response of the TDC. This allows to send pulses separated by 12.5 ns. Since the

dynamic range of the TDC is 100 ns, 8 different points can be obtain for the calibration.

Fig. 6.10 shows the TDC measurement for the aforementioned 8 points. The distribution

of the measured value for the same time window, shows large variance. The spread on

the distribution for each measurement should be comparable in all the measurements.

This effect is attributed to an error in the layout of the chip.

The effect is regular and related to a 1 MHz counter, therefore, a strategy has been

found to correct it. The calibration of the TDC after applying the correction is shown

in Fig. 6.11. One can see that, after the correction, the variance in the measurements

are smaller and compatible to each other. The behavior observed is linear and the slope

is 7.348 ADC counts per nanosecond, which is a precision of 136 ps.

6.3.2 VIP-Detector Spectroscopy with 57Co

The spectroscopy of 57Co has been acquired with the VIP-Detector at 500 V/mm and

at room temperature. Fig. 6.12 shows the spectroscopy after calibration for one pixel.

The FWHM of the 122 keV peak is 3.43 keV, which represents an energy resolution of

2.81%. One should notice that no cut was applied to the data sample. From chapter
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Figure 6.11: TDC measurement for pulses sent after 0 ns, 12.5 ns, 25 ns, 37.5 ns,
50 ns, 62.5 ns, 75 ns and 82.5 ns. 100 measurements have been taken for each point.
The error bars are inside the markers.
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Figure 6.12: 57Co spectroscopy for pixel 68 of the VIP-Detector 02E03 at
500 V/mm and at room temperature.
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Figure 6.13: Energy resolution in %, at 122 keV for every pixel of the sample
detector with ID 02E03. The pixels have been placed according to their position in
the detector matrix. Pixels with no results are switched off either because of bad
ADC or high leakage current. A white pixels means a none operational pixel due to
bad ADC, or high leakage current, or bad contact with the BiSn solder bump.

5, it is known that for a pixel of 1 mm × 1 mm and for 122 keV photon, one should

expect around 23.1% to have suffered from charge sharing. By removing fraction of

those events, one would expect to get better results for the FWHM.

Fig. 6.13 shows the energy resolution for all the pixels of the sample 02E03. The same

set of values is shown in a graph in Fig. 6.14. The average energy resolution of all the

pixels is of 3.24% with a dispersion of 0.15%. These results are comparable to those

acquired in Chap. 4 and better than those obtained in Chap. 5 for an energy of 122 keV.

Due to such pixel pitch, 22.5% of the events will undergo charge sharing. Charge sharing

deteriorates the energy resolution and this means that the energy resolution with VIP-

PIX can be improved. Unfortunately due to X-talk it is not possible to detect small

energy deposition. Hopefully in the future upgrade of VIP-PIX chip this can be achieved.
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Figure 6.14: The energy resolution presented as FWHM normalized to the peak
energy of 122 keV for all the pixels in the sample 02E03. The average of all the pixels
is shown with a straight line.
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Figure 6.15: Spectroscopy of 22Na for pixel 68 acquired at 500 V/mm bias voltage
and at room temperature.

6.3.2.1 VIP-Detector Spectroscopy with 22Na

The spectroscopy of the 22Na has been acquired with the same detector, used for 57Co,

and under same conditions. Fig. 6.15 shows the spectroscopy of 22Na for data collected

by pixel 68. One can see that the Compton edge is at 340 keV and this shows that the

calibration of ADC counts to keV has been done correctly. The FWHM at the 511 keV
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Figure 6.16: Energy resolution [%] of the pixels in sample 02E03 at 511 keV at
500 V/mm bias voltage and at room temperature. A white pixels means a none
operational pixel due to bad ADC, or high leakage current, or bad contact with the
BiSn solder bump.

peak is of 8.64 keV, which represents a resolution of 1.69%.

The energy resolution of all the pixels of sample 02E03 at 511 keV energy is shown in

Fig. 6.16. The same set of data is shown in Fig. 6.17 as a scatter plot. The average

energy resolution of the pixels is 2.37% with a spread of 0.69%.

As it has been mentioned in the previous section, with the current version of the VIP-

PIX it is not possible to veto events that have suffered charge sharing and therefore one

should compare the results in this chapter with the raw data results reported in Chap. 5.

6.4 Discussion

The VIP-PIX, an ASIC for the readout of pixelated semiconductor diodes with smart

pixel readout, has been developed. It includes the full readout circuitry and delivers the
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Figure 6.17: The energy resolution presented as FWHM normalized to the peak
energy of 511keV for all the pixels in the sample 02E03. The average of all the pixels
is shown with a straight line.

energy for each pixel and the timestamp of the detection. ASICs with similar properties

have been developed and their performance has been reported [164–167].

The first full VIP-customized detector unit, the VIP-Detector, has been built. The VIP-

Detector consists of a CdTe diode of 10 mm × 10 mm dimensions and 2 mm thickness

mounted on a VIP-PIX ASIC. The diode is segmented into pixels of 1 mm pitch. The

energy resolution of the VIP-Detector have been evaluated at 500 V/mm bias voltage

and at room temperature. The resolution at 511 keV is of 3.24% whereas for 122 keV is of

2.37%. These results correspond to the raw data because neither the events undergoing

charge sharing nor those dominated by holes can be rejected. In a further upgrade of

the VIP-PIX chip, where events undergoing charge sharing can be rejected, this results

are expected to improve.

Results with customized detector devices using CdTe or CdZnTe have been reported [39,

73, 148, 168–176]. The VIP-Detector is a compact detector for gamma ray spectroscopy.

It offers a high performance and a relatively easy readout setup due to the digital part

included in the back-end. The VIP-Detector is the first step to reach the main aim of

the VIP Project, to build and characterize the VIP-Module.
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Conclusions

The performance of the VIP design has been evaluated by using a single pixel diode,

then an array of pixels, and finally with a 100 pixel detector assembly bump bonded to

VIP-PIX ASIC. For each of the three stages, an independent process of characterization

has been carried out. A dedicated setup, hardware and software, has been developed.

The single pixel diode has been used to measure the energy resolution and the coincidence

time resolution of a CdTe diode with 2 mm thickness. The energy resolution measured

at -500 V/mm and at room temperature at 511 keV and 122 keV is 1.57% and 3.03%,

respectively. By decreasing the temperature down to -8◦C and doubling the bias voltage

to -1000 V/mm, the energy resolution at 511 keV is of 1.2%.

The coincidence time resolution measured at -1000 V/mm and at -8◦C is of 12.5 ns

FWHM for events with energy above 25 keV. At such minimum acceptance energy, 70%

of the events are acquired within 20.5 ns. For events with minimum energy of 500 keV,

the FWHM is reduced up to 6 ns.

The charge sharing effect has been measured for pixels with size 2 mm × 1 mm using

the radioactive sources 22Na and 57Co. The fraction of events undergoing charge sharing

for inner pixels is 21.19% for 22Na, and 17.32% for 57Co.

The energy resolution for the raw data at 511 keV and 122 keV is of 3.62% and 5.76%,

respectively. A slight improvement on the energy resolution is achieved by rejecting the

events undergoing charge sharing. A significant improvement of the energy resolution is

140



Chapter 7. Conclusions 141

achieved by rejecting the events with a dominant contribution of holes. A resolution of

1.28% at 511 keV and of 4.63% at 122 keV is obtained.

The characterization of the VIP-PIX shows a precision of ∼0.6 keV per ADC count for

an optimized dynamic range and of 136 ps for the TDC. The average energy resolution

of the pixels at 511 keV and 122 keV is of, 2.37% and 3.24%, respectively.

This work has been of great value in defining the specifications of the VIP-PIX ASIC.

The obtained values for the energy resolution at 511 KeV and the coincidence window

have been used to tune the simulation of the full VIP-PET detector as well for the

VIP-PEM and VIP-CC. This led to a precise modeling of the final devices.

Based on the energy resolution measured at -500 V/mm and at room temperature, the

simulation of the VIP-PET shows a fraction of scattered events of 3.95%, which is an

order of magnitude less than the 37.9% of state-of-the-art PET scanners. The little

presence of scattered events in the sample reduces significantly the background noise of

the final image, and therefore, shows a better contrast. Moreover, the excellent energy

resolution allows to use the VIP-module to build a Compton camera scanner.

Based on the 12.5 ns FWHM of the coincidence time resolution, the coincidence time

window has been set to 20 ns in the VIP-PET simulations. The peak NEC value is

obtained, for the NEMA NU2-2001 test, at 5.3 kBq/mL and is 122 kcps. For the

same test, state-of-the-art scanners measure a maximum of 692 kcps for an activity

concentration of 23.1 kBq/mL. The lower amplitude and position of the NEC peak for

the VIP-PET compared to other PET scanners is compensated by the extremely higher

purity of the events in the data sample.

Less than 30% of the events in the data sample are expected to undergo charge sharing

in the VIP design. The strategy to deal with the charge sharing events will be applied

offline in the data processing. A rejection of the charge sharing events will increase the

signal purity but reduce the detection sensitivity. Conversely, keeping the charge sharing

events, will increase the detection efficiency but reduce the purity of the sampled events.

The trade-off between signal purity and efficiency must be set according to the priority

of the system.
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The VIP-PIX performs most part of the signal processing in each pixel independently

and to work with a big amount of channels. The size of the voxel of the VIP-Detector

is 1 mm × 1 mm × 2 mm.

With a segmentation of 1 mm in the radial direction an excellent measurement of the

DOI is obtained. Hence, the parallax error is significantly reduced and the final image

is sharper.

The work that has been done over the past 4 years, detailed in this thesis, has validated

the viability of achieving superb PET images with a scanner a la VIP. The first image

of Derenzo phantom is expected to be done in June 2015.
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JB-2N Power Supply

Specifications
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*except 0.3kV model

– Exeptional low ripple and high stability 
– Remote voltage and resistance programmable 
– Voltage and current monitor 
– Protected against arc and short circuit 
– Optional output connector 
– EN60950-1 and CE approved 
– TÜV approved (0.6kV – 2kV models) 

 

• APPLICATIONS 
– Photomultipliers, Phototubes 
– GM tubes, Radiation counters tubes 
– MASS spectrometry, Electron beam / Ion beam 

JB and JBE Series are ultra low ripple, high voltage, high performance power supplies for PMT. Remote programming as 
well as protection against arc and short circuit is integrated. The two series differ in the type of input connectors. 

 elppiR ledoM
Output Voltage Output Current 

Positive Polarity Negative Polarity HF LF 

0 – 0.3 kVDC 8 mA JB-0.3P JBE-0.3P JB-0.3N JBE-0.3N 
0 – 0.6 kVDC 3 mA JB-0.6P JBE-0.6P JB-0.6N JBE-0.6N 
0 – 1 kVDC 2.5 mA JB-1P JBE-1P JB-1N JBE-1N 
0 – 1.5 kVDC 1.5 mA JB-1.5P JBE-1.5P JB-1.5N JBE-1.5N 
0 – 2 kVDC 1 mA JB-2P JBE-2P JB-2N JBE-2N 

1mVp-p
(>5kHz) 

4mVp-p 
( 5kHz) 

  

• SPECIFICATIONS 

Input Voltage: +24V ±10% @300mA typ 
Output Control: An external 5kΩ potentiometer or a remote 

0 to +10V source (input imped. 100kΩ typ) 
Regulation: Line: 20ppm for ±1V input change 

Load: 20ppm for 0 to 100% load change 
Stability: 15ppm/15min., 50ppm/8h 
Temperature coeff.: 50ppm/°C max, 20ppm/°C typ. 
Vref out: 10V ±2%, 50ppm/°C 
Monitor Output: Voltage & Current, 0 to +10V ±2.5% accuracy 

(output impedance 10kΩ typ) 
Current limit: 120% of maximum output current 
Protection: Short circuit and arc protected 
I/O terminal: Input JB: Connector 

 Connector housing (MOLEX) 
 4 PIN 22-01-2045 
 5 PIN 22-01-2055 
 CRIMP PIN: 08-50-0032 
Input JBE: Connector (mating connector 
 with 30cm leads assorted) 
 Connector is EHR(JST) 
Output: 50cm cable 

Temperature range: Operating: -10°C to +50°C 
Storage: -20°C to +70°C 

Humidity: 20% to 80%RH (no condensation) 
 
 
 
 

*Specifications are at the maximum rated output after a 1h 
  warm-up period unless otherwise specified. 

• DIMENSIONS  mm (inch) 

 

• CONNECTION DIAGRAM 

 

• OPTIONS 

-LMH MHV Output Connector 
 

-LSH SHV Output Connector 
 

CN4-JB, CN5-JB Accessory: Input Connector 
                      assembled with 25cm flying leads  
 

CN4-JBE, CN5-JBE Accessory: Input Connector 
                      assembled with 30cm flying leads 

ÜBERSCHRIFT
 

hivolt.de GmbH & Co. KG 
Tarpen 40      Geb. 2      D-22419 Hamburg      Germany        +49 40 537122-0        +49 40 537122-99      info@hivolt.de      www.hivolt.de 

PRODUKTEIGENSCHAFT
SCHLAGWORTARTIG

© 2012 hivolt.de - Änderungen und Irrtum vorbehalten / Subject to change without notice, errors expected. 

JB / JBE Series
0.3kV – 2kV, 1.8W - 2.5W
ULTRA LOW RIPPLE,  
HIGH VOLTAGE POWER SUPPLIES FOR PMT 

JB_JBE  11/2012  Page 1 of 1

Figure A.1: Datasheet of the JB-2N power supply from Hivolt.
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Software Used in the VIP-PIX

Setup

B.1 FPGA

The FPGA used in this setup is a Cyclone II from Altera1. The FPGA has been used to

handle the read/write process of the VIP-PIX. The conceptual scheme of the processes

that the FPGA performs in the VIP-PIX is shown in Fig. B.1.

In the Global reset the complete configuration of the chip is set to the default mode, the

counters are reset, and the FIFO memory is cleaned.

The FIFO reset cleans the FIFO buffer memory of the VIP-PIX. The FIFO memory

is used to store the data acquired in the acquisition mode. The FIFO memory has a

capacity of 12 words, which is 1 event. This function is used to reject any event already

loaded in the memory.

Get chip ID returns the chip ID of the chip. The chip ID consists of 16 bits and

contains the information of the wafer, row and column. The wafer is the label of the

wafer in which the chip has been manufactured. Row and column tell the position of

the chip within the wafer. The chip ID has to be manually set for each chip with bump

depositions, see Fig. B.2.

1Altera R©, US.
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Figure B.1: Sketch of the processes carried out by the FPGA. The intermediate
stages between the FPGA and the VIP-PIX, the MB and the BB, have been ommited
for simplicity.

Figure B.2: Five of the pads of the chip ID for one VIP-PIX chip with two of the
pads connected. If the two pads are not connected then this bit =0, otherwise =1.
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Get temperature returns de value provided the temperature sensor in the VIP-PIX. The

value obtained is in ADC counts and must be converted to Celsius degrees according to

the calibration shown in Sec. 3.2.5.

Get TDC returns the TDC timestamp for a pulse sent with an offset of time with respect

to a 10 MHz clock. The offset corresponds to values from 0 ns to 87.5 ns with steps of

12.5 ns. The value obtained has 10 bit precision.

Program global register sets the global register of the VIP-PIX. The process returns the

global register that has been loaded into the chip to cross check if the process has been

successful.

The Program pixel register sets the pixel register of the channels of the VIP-PIX. The

process returns the pixel register as in the case of the global register and for the same

purpose.

Send DTP requests the VIP-PIX to create an internal test pulse. The internal test pulse

mode has to be activated previously with the global and pixel registers. The amplitude

of the test pulse has to be previously defined as well.

The Data acquisition process sets the VIP-PIX in the data acquisition mode and returns

the events acquired by the chip. The settings of the acquisition have to be defined

previously in the configuration of the global and pixel registers.

B.2 GUI: VISCA

VISCA, a Virtual Instrument System for Chip Analysis, is a software for data acquisi-

tion developed with Labview. VISCA has been designed to characterize the performance

of the VIP-PIX and the VIP-Detector.

VISCA handles the FPGA to control the VIP-PIX, power supplies, a pulse generator, a

multiple-channel DAC, and a scaler. VISCA is mainly used to acquire data but it can

also carry on sweeps of voltages for the chip characterization, sweep of amplitudes for

analog test pulses, and leakage current monitoring among a wide list of processes.

This section explains the basic hierarchy of VISCA with the devices in the setup and

shows its basic graphic appearance.
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Figure B.3: Hierarchy of the devices included in the setup and VISCA.

B.2.1 Software Flow Diagram

Fig. B.3 shows a conceptual scheme of the hierarchy of the VISCA software and the rest

of the devices involved in the setup.

VISCA controls two sourcemeter power supplies model 2410 from keithley. One of them

is usually employed to bias the CdTe diode and the other to monitor the leakage current

going through the guard ring. These devices can be used to provide sweeps of voltage

to characterize the voltage references of the chip.

The pulse generator is a waveform generator that can provide pulses with different shape

with an adjustable period and amplitude. It is used to provide an external test pulse

to the chip and charaterize the response as a function of the total input charge and the

frequency of the signal.

The VME DAC offers 16 channel outputs. It is used to provide the voltage references

of the chip externally.

The FPGA controls the chip using the processes explained in Sec. B.1. A set of functions

defined in a DLL have been developed to control the FPGA and acquire the data.
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Figure B.4: Screenshot of VISCA front panel

The scaler measures the width of the pulses coming from the MB. A measurement of

the pulse width with high precision is needed to characterize the stand-alone samples of

the VIP-PIX.

A snapshot of the front panel of VISCA is shown in Fig. B.4. It provides easy and

complete accessibility to the VIP-PIX chip. It consists of the status monitor section

(grey), the global configuration section (red), the data monitor section (blue), the pixel

register section (green), the error log and the bias monitor section (yellow) and the pixel

monitor section (purple).

The status monitor section contains the main controls to stop VISCA of the background

running sub-routine. It also contains a number of indicators to monitor the running

status of VISCA, the USB, the FPGA, and of any sub-rountine running in background.

The global configuration section is identified by a red background. It contains a folder

with seven tabs. The Global Register tab, providing control over the chip global register

configuration. The Intruments tab, for defining and activating the communication with

external instrments. The HV tab, providing control over the Keithely 1 instrument,

meand to be employed for the HV bias. The Guard Ring tab, providing control over the

Keithley 2 instrument, meant to be employed for the guard ring (GR) bias. The DAC

tab, providing control for the VME DAC instrument. The ATP tab, providing control
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over the BNC wave generator, meant to be used to inject an arbitrary ATP. The DLL

tab, with controls and indicators to perform basic inquiries to the chip digital control.

The data monitor section contains a folder with one tab named ADC. The tab contains

an histogram, one numberic control, 5 numeric indicators, the UNZOOM button and

the Labview standard graph palette.

The pixel register section contains all the controls and indicators to change and program

the pixel register configuration. It is divided into two different parts: a pixel register

folder occupying most of the section area, and a set of buttons, LED, and numeric

displays located either right above of right below the pixel register folder.

The bias monitor and error log section contains two different monitors: the error log

monitor on the left side, and the bias monitor on the right side. The Error Log monitor,

initially white and empty, displays all the error messages collected during the execution

of VISCA and the background rountines. In case of an error, a new message is appended

to the log and the background of the log window turns red. By default the window is

automatic scrolling down to the last error and turn the window background back to

white, the user can right-click on the window itself and choose one of the three items in

the pop up menu.

The pixel monitor section contains three 10×10 matrix monitors, from top to bottom:

The configuration summary monitor, that shows, for each pixel, a different color corre-

sponding to a specific configuration. The trigger rate, that shows, for each pixel, the

current trigger rate, normalized to the number of active pixels. The color is set in order

to show a uniform green when all the pixels are collections data at compatible rate. A

blueish color indicates a lower than average rate, while colors from yellow to red indicate

a higher than average rate. The event display, that randomly shows one events per data

taking cycle. For each event, the energy corresponding to the trigger pixel and the eight

neighbor pixels is displayed. The color palette is set in order to have a blue for 0 ADC

counts, and a red color for 1024 ADC counts.
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Autònoma de Barcelona. Departament de F́ısica, 2014.

[14] Ca nadas Castro M. Aspectos metodológicos para la evaluación de sistemas de

tomograf́ıa por emisión de positrones empleando técnicas montecarlo, protocolos

estandarizados y diferentes trazadores. Ph. D. thesis, Universidad Politécnica de
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