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Resum
La obtenció d’imatges utilitzant raigs-X ha esdevingut una tecnologia clau
per a un ampli rang d’aplicacions tant industrials com mèdiques o cien-
tífiques, doncs permet estudiar l’interior dels objectes sense necessitat de
destruir-los o desmantellar-los. En aquest sentit, hi ha un creixent interès
en la recerca en aquests camps, com demostra la literatura, per desenvolu-
par sistemes avançats de raig-X capaços d’obtenir imatges d’alta qualitat a
la vegada que es redueix la dosi total de radiació.

Actualment, els imagers de raig-X estan dominats per sistemes híbrids, ba-
sats en matrius de píxels en detectors de conversió directa de raig-X i els
seus corresponents circuits integrats de lectura (ROICs). Tot i el seu elevat
cost i les seves limitacions en àrea en comparació amb els clàssics sensors de
conversió indirecta, els avantatges que ofereixen aquests sistemes són clars
en quant a la reducció de la dosi de radiació necessària, la millora de la
integritat del senyal i l’escalat en la resolució espacial. Pel que fa al mèto-
de de lectura que empren els ROICs, l’estratègia més estesa es basa en el
conteig de fotons, degut als avantatges en termes d’immunitat al soroll i de
classificació dels fotons. No obstant, aquests sistemes d’imatge per raig-X
pateixen de pèrdues d’informació degut a efectes com el charge-sharing i el
pile-up.

És en aquest context que l’objectiu d’aquest treball de tesi és proposar
tècniques específiques de disseny analògic i mixte de circuits per al desenvo-
lupament de píxels digitals sensors (DPS) compactes i de baix consum per
a ROICs focalitzats a imagers de raig-X híbrids de conversió directa.

L’arquitectura del píxel proposat, basada en el mètode de lectura per in-
tegració de càrrega, evita la pèrdua d’informació que pateixen els sistemes
basats en el conteig de fotons i contribueix a la qualitat de les imatges per
raig-X amb una àrea de píxel compacta i un baix consum per millorar la re-
solució de la imatge i reduir l’escalfament del detector, respectivament. En
aquest sentit, el circuits CMOS del DPS proposat inclouen una conversió de
la càrrega sense pèrdues a nivell de píxel per extendre el rang dinàmic, ajust
individual del guany per compensar el FPN de la matriu de píxels, capaci-
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tat d’autopolarització i comunicacions exclusivament digitals per reduir el
crosstalk entre píxels, capacitat d’auto-test per reducció de costos, selecció
de la càrrega col·lectable per ampliar el rang d’aplicacions i cancel·lació del
corrent d’obscuritat a nivell de píxel. A més, les tècniques de disseny pro-
posades s’orienten al desenvolupament futur de sistemes d’imatge de raig-X
modulars 2D amb grans àrees escalables i contínues de sensat.

Aquesta recerca en disseny de circuits s’ha materialitzat en diverses genera-
cions de demostradors DPS, amb valors de pitch des de 100µm baixant fins
a 52µm, integrades utilitzant una tecnologia CMOS estàndard de 0.18µm i
1P6M.

S’ha fet una anàlisi exhaustiva de les mesures tant elèctriques com amb
raigs-X dels prototips de circuits proposats per a la seva validació. Els
resultats experimentals, alineen aquest treball inclús més enllà de l’estat de
l’art en píxels actius en termes de resolució espacial, consum, linealitat, SNR
i flexibilitat del píxel. Aquest últim punt adequa les tècniques de disseny de
circuits proposades a una àmplia gamma d’aplicacions d’imatges de raigs-X.
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Abstract
X-ray imaging has become a key enabling technology for a wide range of
industrial, medical and scientific applications since it allows studying the
inside of objects without the need to destroy or dismantle them. In this
sense there is a growing research interest in literature to develop advanced
X-ray systems capable of obtaining high quality images while reducing the
total radiation dose.

Currently, X-ray imagers are dominated by hybrid systems, built from a
pixel array of direct conversion X-ray detectors and its corresponding read-
out integrated circuit (ROIC). Despite their higher cost and limited area
compared to classical indirect counterparts, the advantages of these systems
are clear in terms of radiation dose reduction, signal integrity improvement
and spatial resolution scaling. Concerning the readout method used by the
ROICs, the most common design strategy is based on photon-counting, due
to its advantages regarding circuit noise immunity and photon classification.
However, these X-ray imaging systems tend to experience from information
losses caused by charge-sharing and pile-up effects.

In this context, the goal of the presented thesis work is to propose specific
analog and mixed circuit techniques for the full-custom CMOS design of low-
power and compact pitch digital pixel sensors (DPS) for ROICs targeting
hybrid and direct conversion X-ray imagers.

The proposed pixel architecture, based on the charge-integration readout
method, avoids information losses experienced by photon-counting and con-
tributes to X-ray image quality by a compact pixel area and low-power
consumption to improve image resolution and reduce heating of X-ray de-
tectors, respectively. In this sense, the proposed CMOS DPS circuits feature
in-pixel A/D lossless charge conversion for extended dynamic range, indi-
vidual gain tuning for pixel array FPN compensation, self-biasing capability
and digital-only interface for inter-pixel crosstalk reduction, built-in test ca-
pability for costs reduction, selectable electron/hole collection to wide the
applications range and in-pixel dark current cancellation. Furthermore, the
proposed design techniques are oriented to the future development of truly
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2D modular X-ray imager systems with large scale and seamless sensing
areas.

All the above circuit design research has been materialized in several gener-
ations of DPS demonstrators, with pitch values ranging from 100µm down
to 52µm, all of them integrated using standard 0.18µm 1P6M CMOS tech-
nology.

Extensive analysis of both electrical and X-ray measurements on the pixel
circuit prototypes have been done to proof their validity. Experimental
results align this work not only within but also beyond the state-of-the-art
active pixels in terms of spatial resolution, power consumption, linearity,
SNR and pixel flexibility. This last point makes the proposed pixel design
techniques specially suitable for a wide range of X-ray image applications.
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Introduction 1

This chapter introduces the main motivation of the presented work together
with the required background in terms of X-ray imaging fundamentals, ex-
isting technologies, practical metrics and state-of-the-art techniques. Also,
the target objectives and scope of this thesis are exposed.

1.1 Motivation

X-ray imaging is a key technology in many application fields such as physics
[1], medicine [2], industry [3], security [4], chemistry [5] or even art [6]. This
is due to the ability of X-ray particles to pass through matter with a pen-
etrating power related to their energy and matter properties. For example,
water or fat are easily penetrated compared with bones or calcifications,
which are more dense. This feature makes X-rays extremely useful to non-
destructively image the inside of objects which are usually opaque to visual
light. However, X-ray photons can also ionize atoms, which could damage
living tissues. Therefore, and especially in medical applications, the com-
promise between radiation dose and image quality leads to a very intense
and extensive research on this topic.

An X-ray imaging system can be schematized as in Fig. 1.1. It is mainly
composed of an X-ray source, which generates the X-ray photons, and the
X-ray sensor. The spatial distribution of X-ray photons after the interaction
with the sample is captured by the X-ray sensor, which converts this infor-
mation into image data. The X-ray sensor is composed of basic image units
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2 CHAPTER 1. INTRODUCTION

called pixels (picture elements), whose size is related to the system spatial
resolution. For each application, the sensor must meet certain performance
figures in terms of X-ray photons energy, limited radiation dose, imager size
or spatial resolution. For example, concerning X-ray imaging applications,
mammography is probably one of the most demanding fields due to its large
area and high resolution requirements at low radiation doses. Proof of this
interest is the number of references in the literature, specially due to the
social importance of the early detection of breast cancer in women [7, 8]. Ta-
ble 1.1 summarizes some of these requirements. In this particular case, pixel
pitch under 50µm are not advantageous since smaller microcalcifications do
not provide useful information for diagnosis [9].

X-ray tube

sample

X-ray sensor

Figure 1.1 Simplified scheme for an X-ray imaging system.

Current research in X-ray imaging systems is mainly focused in improving
image quality at low radiation doses. In this sense, digital direct hybrid
systems are one of the most promising technologies. As it will be discussed
later in this chapter, obtaining large sensing areas with these systems is
challenging, since the limited yield of technology tends to increase their
costs. Also, pixel functionality and power efficiency are opposed to the
spatial resolution and image quality.
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Parameter Requirement
Imager size 18cm×24cm
Pixel pitch >50µm×50µm
Acquisition time < 5s
X-ray photon energy 20keV to 50keV
Exposure dose 0.6mR to 240mR

Table 1.1 Main requirements for X-ray detectors targeting mam-
mography applications [9].

This thesis presents novel low power complementary metal oxide semicon-
ductor (CMOS) pixel circuits for digital direct X-ray imaging targeting low-
cost and modular imaging systems.

1.2 X-Ray Imaging

1.2.1 Fundamentals

X-rays, which were discovered by Wilhelm Conrad Röntgen in 1895, are
referred to the electromagnetic radiation with energies between 100eV and
100keV, corresponding to spectrum frequencies between 3 × 1016Hz and
3× 1019Hz, and to wavelengths between 10nm and 0.01nm.

X-rays can be generated in a so-called X-ray tube by the acceleration of
electrons applying high voltage potentials (typically tens of kV) between
the hot cathode and the metal target (the anode) usually made of tungsten
or molybdenum. The amount of applied voltage determines the maximum
energy of the resulting X-ray photons. The collision of these accelerated
electrons with the target generate X-rays due to the combination of two
atomic processes: the X-ray fluorescence and the Bremsstrahlung. The
former occurs when the accelerated electron kicks out an orbital electron of
the target atoms and the electrons of high level energies fill the left vacancy
and emit X-rays. The spectrum produced by this process is composed by
discrete frequencies that depend on the target material properties. The
Bremsstrahlung process consists on the accelerated electron being scattered,
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which produces a continuous spectrum. Filters are usually employed to
cut off a fraction of this part of the spectrum. Fig. 1.2 shows the typical
spectrum obtained from an X-ray tube [9]. In order to generate X-rays with
narrower spectrum windows and better linear polarizations and collimation,
particle accelerators can be used for synchrotron radiation.

X-ray
intensity Unfiltered

Bremsstralungh
X-rays

Characteristic
X-rays

Filtered
Bremsstralungh

X-rays

X-ray photon energy

Figure 1.2 Typical spectrum obtained from X-ray tubes with flu-
orescence peaks and Bremsstrahlung effects [9].

As for the interaction of X-rays with matter, in terms of penetrating power
and absorbed dose, it depends on both X-rays properties and matter them-
selves. Basically, this interaction is dominated by three different processes,
depending on photon energy (hν) and atomic number (Z) of the material [9].
First, the photoelectric effect occurs when a low-energy photon is absorbed
by an atomic electron, which will be ejected. Second, the Compton scatter-
ing takes place when a high-energy photon transfers part of its energy to an
electron, which will be emitted. Finally, the Rayleigh scattering happens
when the photon simply varies its trajectory, with no energy transfer.

The absorbed dose is the radiation energy deposited in a material (e.g. hu-
man tissues) and it is measured in Grays (Gy) or rads (1rad= 0.01Gy),
which are equivalent to the units of energy in Joules deposited in one kilo-
gram of material. The biological effect of the radiation on a living tissue
is different depending on its nature. Therefore, the equivalent or effective
dose is quantified by weighting the absorbed dose with a factor (wR) that
depends on the type of radiation and tissue, and it is measured in Sieverts
(Sv). The limit of effective dose, which is legally fixed by each country, is
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around 1mSv/year. In comparison, the dose of a screening mammography
or a chest radiography are around 3mSv and 0.1mSv respectively [10].

The distance traveled by an X-ray photon before interacting is called the
mean free path and depends on the photon energy and the atomic number
of the material. Once inside the material, the beam intensity at a depth x
presents an exponential behavior following the Lambert-Beer law [11]:

I(x) = I0e
−µ(hν,Z)x (1.1)

where I0 is the beam intensity before reaching the material and µ(hν, Z)
(in cm−1), which is proportional to the inverse of the mean free path, is
the so-called linear attenuation coefficient and represents the fraction of
incident photons interacting with the material per unit length. Attenuation
increases with Z and decreases with hν. Fig. 1.3 shows the behavior of the
attenuation coefficient of different elements versus the photon energy.
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Figure 1.3 Attenuation coefficient vs photons energy for different
elements or materials [12].
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In conclusion, the intensity of X-rays after crossing the sample in Fig. 1.1
depends on their energy and on the particular matter of the region they
are passing through, thus an image is generated. For example, using X-rays
of about 20keV, a beam passing through a soft tissue, which contain large
quantities of water, will experience less absorption than a beam passing
through a calcification tumor, which is mainly composed of calcium.

In practice, different beam intensities in different areas will reach the detec-
tor of Fig. 1.1 generating an image of the studied sample. Although image
magnification is possible by modifying distances between the source gener-
ating the X-ray conic beam, the imaged sample and the detector, optical
amplification is not feasible since X-rays are not easily focused [13].

Therefore, the detector must capture most of the incoming photons to obtain
good quality image at low radiation doses. I.e. it must show a high efficiency,
which is the ratio between absorbed and incoming photons.

Regarding the method to record the high energy photons, X-ray imaging
systems have evolved through the following technologies:

Film systems. The earliest X-ray system was based on photographic film,
which is composed of a sheet of plastic covered with a photosensitive
emulsion. After being exposed to radiation and chemical processing, a
visible image is created. Despite its low quantum detection efficiency,
typically 1% to 2%, which translates into high radiation doses, this
method is still in use thanks to its low cost, high resolution and the
possibility of obtaining large sensitive areas. Efficiency can be im-
proved by covering the emulsion with phosphor, which converts the
incident X-rays to visible light, but at the cost of resolution losses.

Flat panel detectors. The introduction of pixelated flat panel detectors
(FPDs) brought an improvement in the efficiency, contrast and dy-
namic range, as well as the possibility of image digitization. In short,
they consist on a converter material coated or deposited on an array of
thin film transistors (TFTs). Two types of FPDs can be distinguished:
indirect conversion and direct conversion detectors.
Indirect conversion detectors convert X-rays to visible spectrum light
through a scintillating material (typically cesium iodide) deposited
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over an array of photodiodes in amorphous silicon substrates. The
scintillator illuminates the photodiodes, which then convert the light
into electronic charge and are connected to the readout circuitry. This
photodiode together with the readout circuitry form the basic element
called active pixel sensor (APS). This type of detectors tend to experi-
ence lateral light diffusion in the scintillator, lowering significantly the
spatial resolution. Direct conversion detectors, on the other hand, ex-
ploit amorphous or polycrystalline semiconductor materials (typically
amorphous selenium) to directly convert X-ray photons into electron-
hole pairs avoiding the lateral diffusion issue at pixel level. Fig. 1.4
shows the operating principle and the signal profile for indirect and
direct detection [14]. In both cases, the sensitive material is deposited
directly over the readout circuit array. However, a large amount of
energy is needed to create electron-hole pairs. Since the pixel cir-
cuitry area usually includes a photodiode or a capacitance together
with at least a switching thin film transistor plus connectivity rout-
ing, the fill factor may be poor, weakening signal in tiny pixel sizes.
The amount of generated charge, which is somehow proportional to
the photon energy, is stored locally at each pixel and sent to the read-
out circuit, where information is processed and digitized. There are
many advantages in digital imaging: images can be stored and dis-
played electronically with no need for material support, they can be
shared easy and quick, and computer assisted post processing is also
available [15, 16].
With this technology, large area X-ray imagers have been obtained
with sizes up to 40cm×40cm and pixels pitchs down to 150µm [17].

Hybrid systems. In order to achieve a sensitive area of almost 100% fill-
ing factor and improve resolution and efficiency, a crystalline semi-
conductor direct conversion detector pixelated in an array of p-n junc-
tions can be hybridized with the readout circuit. This hybridization is
usually completed employing bump-bonding and flip-chip packaging
techniques, which connect pixel-by-pixel the readout circuitry with
its corresponding X-ray detector. Another advantage of this kind of
sensors compared with monolithic solutions is that different detector
and readout circuit technologies can be mixed, allowing the use of the
same readout circuit with a wide range of detector materials. Hence,
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Incident X-ray Incident X-ray

Photodiode

TFT

Phosphor
screen

X-rays X-rays

HV bias
electrode

Storage
capacitor

TFT
Pixel

electrode

Amorphous
selenium

Figure 1.4 Operation principle and signal profile given by indirect
(left) and direct (right) X-ray detectors [18].

both parts can be chosen independently to satisfy the requirements
of a particular application. Fig. 1.5 shows a representation of a di-
rect conversion detector hybridized with the readout circuitry using
bump-bonding and flip-chip techniques. A more detailed description
of direct semiconductor detectors for hybrid systems can be found in
Section 1.2.3.

Regarding the readout circuit technology for hybrid systems, it is usually
composed of an application specific integrated circuit (ASIC) formed by an
array of pixel readout circuits. These dedicated ASICs are called read-out
integrated circuits (ROICs). The continuous advances of CMOS technolo-
gies, have made possible to increase the pixel functionality of these ROICs
from the simplicity of charge coupled devices (CCDs), to highly complex
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Detector layer

Bump bonds

Single pixel cell
Electronics chip

ASIC

Figure 1.5 X-ray sensor consisting on the bump-bonding hy-
bridization of a direct conversion detector with its
readout circuitry.

APS cells including analog to digital converters (ADCs), programmability
and data storage at a pixel level resulting in digital pixel sensors (DPSs).

The reading method of these pixels can be classified into two categories:
charge-integration and photon-counting. The charge-integration method
accumulates all the charge generated by X-rays, but also including circuit
noise, over a certain time interval. On the other hand, photon-counting
consists on counting only those individual photons whose energy exceeds
a certain threshold. This alternative approach is more immune to circuit
noise, but it can experience charge-sharing and pile-up effects. The first
undesired effect occurs when the charge generated by an X-ray photon that
should be counted is spreaded among some neighboring pixels either without
exceeding the threshold in any of them causing the system to discard this
photon, or exceeding this threshold in some of them causing multiple counts.
Pile-up effect happens when photons arrive so close to each other that they
can not be distinguished in time. A more detailed discussion about charge-
integration versus photon-counting can be found in Section 1.2.4.

Nevertheless, and despite all the advantages of X-ray imagers based on
the hybridization of direct conversion detectors with CMOS ROICs, large
and seamless sensing areas can only be obtained at a high costs due to
restrictions in technology yields [17], as explained in Section 1.2.3.
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1.2.2 Figures of Merit

This section introduces the main metrics applied to X-ray imaging which
will be used as figure of merits (FOMs) for evaluating the proposed work.

Contrast

The radiographic contrast, which quantifies the variation between different
areas of the X-ray image, is defined according to Eq. 1.2, where ∆IROI is
the variation of signal intensity in the region of interest (ROI) with respect
to the background signal intensity Ibkgnd. The contrast depends on the
difference of the attenuation coefficients of materials (areas), but not on the
number of incident photons (dose). Therefore, it is affected by photons and
charge scattering on the detector.

C
.= ∆IROI
Ibkgnd

(1.2)

Signal-to-Noise Ratio

The noise level determines the floor of the image quality, since at levels below
this threshold true signal fluctuations are confused with noise fluctuations.
For example, medical applications like mammography, show small contrast
between the different soft tissues, so the higher the power signal-to-noise
ratio (SNR) the better the image quality. The fluctuation of the number of
photons absorbed in the detector per unit area is called the photonic noise,
or quantum mottle, and it has a Poisson distribution behavior with the
incoming signal power. The power SNR at the input of an imaging system
for a monoenergetic X-ray beam can be written as:

SNRin
.= Sin√

Nin
≡ Sin√

Sin
=
√
Sin (1.3)

Hence, SNR is increased with higher doses, which leads to a compromise
between image quality and radiated dose. It can also be argued that scaling
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down pixel area, smaller details of an image become noticeable, but also
SNR is reduced since the dose per pixel is smaller.

In a direct conversion detector, if η is the X-ray absorption efficiency of the
detector and G is the conversion gain, signal power after the conversion of
photons into charge is:

Sconv = ηGSin (1.4)

On the other hand, noise power after the conversion is the uncorrelated sum
of:

Nconv =
√
SconvG+ SconvF =

√
ηG2Sin + FηGSin (1.5)

where F stands for the Fano factor, the ratio between the variance of the
observed mean energy and the variance predicted from Poisson statistics. F
is specific for each material but almost independent of the photon energy
[19]. For example the Fano Factor for Si is 0.115, while for GaAs is about
0.18 [20]. As a result, SNR at the output of the detector is given by

SNRconv = ηGSin√
ηGSin

√
G+ F

≡

√
ηGSin
G+ F

(1.6)

which equals SNRin for the ideal case of G >> F and η = 1. Other noise
sources are related to inhomogeneities in the detector, and the electronic
noise of the read-out circuit itself. The inhomogeneities in both the de-
tector and the readout circuit produce fixed pattern noise (FPN), which is
proportional to the signal power and can be reduced by calibration.

Modulation Transfer Function

The modulated transfer function (MTF) describes the spatial frequency
response of an imaging system. In other words, MTF quantifies how the
contrast is transmitted. It can be expressed as the ratio of the modulation
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of a sinewave at the input and output of the detector at a given spatial
frequency:

MTF
.= Cout
Cin

≡
(Amax−Amin
Amax+Amin

)out
(Amax−Amin
Amax+Amin

)in
(1.7)

where A is the amplitude of the sinewave, and the spatial frequency is
given in lines per millimeter (lp/mm). MTF is usually normalized to 1 at
0 spatial frequency and it decreases as the spatial frequency increases as
shown in Fig. 1.6. The spatial frequency where MTF equals to 0.3 defines
the spatial resolution (SR).

M
T

F

Spatial frequency (lp/mm)
SR
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Figure 1.6 Typical MTF behavior.

In multistage systems, the total MTF is the product of the individual MTFs.

The point spread function (PSF) is defined as the response of an imaging
system to a point light source. Its degradation, which is observed as image
unsharpness, is mainly caused by charge diffusion in the detector. Due to the
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difficulty of its generation and measurement, the line spread function (LSF)
is used instead and defined as the response of the imaging system to an
infinite long and narrow line. Also, edge spread function (ESF) is defined
as the distribution in absorbed energy per unit area that can be extracted
from the image of a sharp edge of a total absorbing material.

The MTF is also defined as the Fourier transform of the LSF. Therefore,
it can be measured by imaging a precision edge slightly tilted to the pixel
column or row. The data along the direction of the edge gives the ESF
figure, which leads to the LSF performance by differentiation, and to the
MTF characteristic using the Fourier transformation.

The theoretical limit of MTF for squared shape pixels is determined by the
pixel size L and the Fourier transform of a step function with a width of
one pixel as:

MTFlim = 1
L

∣∣∣∣∣
∫ L/2

−L/2
ei2πfxdx

∣∣∣∣∣ = sin(πfL)
πfL

= sinc(πfL) (1.8)

where f stands for the spatial frequency. The Nyquist frequency is the
maximum spatial frequency that can be reconstructed. In pixelated systems
it is given by:

fNyq = 1
2L (1.9)

In images with spatial frequency contents higher than fNyq, aliasing creates
distortion. Thus, it is important to have the highest possible MTF at this
frequency.

Detective Quantum Efficiency

The detective quantum efficiency (DQE) of an image system is described at
each spatial frequency by the ratio of the input to output SNRs:

DQE =
(
SNRout
SNRin

)
(1.10)
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In complex imaging systems, the overall DQE is the product of the DQEs
of each stage. Therefore, it is never better than the worst DQE. For di-
rect detecting systems it becomes critical the absorption efficiency η of the
detector, as can be extracted from the ideal case of Eq. 1.6 and Eq. 1.3.

DQE can also be expressed in terms of MTF and the noise power spectrum
(NPS), which is the variance of the signal for different spatial frequencies:

DQE = S
2 ·MTF 2

Φ ·NPS (1.11)

where S is the average image signal and Φ is the entering X-ray fluence [19].

1.2.3 Direct Conversion Semiconductor Detectors

As introduced in Section 1.2.1, the most promising results in X-ray imaging
are obtained from digital direct hybrid systems [21–24]. In general, they
involve a ROIC hybridized through bump-bonding and flip-chip techniques
with an X-ray detector material, which converts photons directly to the
electronic charge to be read by the ROIC.

Direct conversion detectors for hybrid X-ray imaging systems usually em-
ploy high resistivity crystalline semiconductor materials to take benefit of
the small amount of energy needed to create electron-hole pairs while still
keeping this threshold high enough to avoid thermally generated charge car-
riers. Thanks to this property, the incoming X-ray photons generate photo-
electrons in the detector material, which in turn will excite other electrons
creating a charge cloud.

In order to locally collect this charge, the detector is designed as an array
of reverse biased p-n junctions or Schottky diodes with a small opening in
the passivation for the bump-bonding connection to the ROIC by flip-chip
as shown in Fig. 1.7. Another advantage of crystalline semiconductors is
that carriers lifetime is orders of magnitude higher than in amorphous or
polycrystalline structures, allowing higher thickness and/or lower biasing
voltages for the detectors [25]. Unfortunately, large area crystalline struc-
tures are difficult to obtain.
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Guard ring
Passivation opening
for bump connection

P-type diffusion

High voltage detector biasing

N-type detector substrate

Figure 1.7 Representation of a direct X-ray detector consisting
in an array of reverse biased p-n junctions.

In practice, the polarization must be high enough to fully deplete the de-
tector of free carriers to ensure the collection of almost all the generated
charge, avoid charge recombination and minimize lateral charge diffusion.
Furthermore, with the purpose of reducing leakage current and avoid un-
desired lateral effects on the peripheral pixels, the use of guard rings is
strongly recommended [26, 27].

The most common materials in direct conversion X-ray detectors are Si,
CdTe and GaAs [24], with different results in each case [28]. Their main
characteristics are summarized in Table 1.2.

Property Si CdTe GaAs
Atomic number (Z) 14 48/52 31/33
Density (g/cm3) 2.33 6.20 5.31
Band Gap (eV) 1.12 1.56 1.42
Ionization energy (eV) 3.63 4.45 4.20
Electrons mobility (cm2/Vs) 1500 1050 8500
Holes mobility (cm2/Vs) 450 100 400

Table 1.2 Main characteristics at room temperature of the most
common materials for X-ray direct detection.

Since ionization energy, which is the energy needed to create an electron-hole
pair, is similar in all of them, nearly the same performance is expected in
terms of the generated charge per photon. The most important difference in
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performance is given by their behavior in terms of X-ray photon absorption
efficiency at different energies, as shown in Fig. 1.8.
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Figure 1.8 Comparison of absorption efficiency for detector ma-
terials of Table 1.2 versus X-Ray photon energy. De-
tector material and thickness are shown in the legend
[29].

From Fig. 1.8 and Fig. 1.3, CdTe and GaAs detectors seem to be a better
choice compared to Si. On the contrary, Si detectors are widely used thanks
to their lower cost, mature technology, and higher yield in terms of purity.

In principle, higher thickness values should give better performance at the
cost of higher biasing potentials to fully deplete the detector. However, this
high voltage bias increases the diode inverse current, called dark current,
which in turn increases with detector heating [30].

Lateral charge diffusion causes splitting of the generated charge cloud among
several neighboring pixels of the array. This effect, called charge-sharing, is
pronounced in small pitch pixels, and it might cause a problem for readout
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circuits based on single photon-counting [31–33], as discussed in next sec-
tion. This issue has been addressed with novel detector design approaches
[34].

Regarding the sensing area, state-of-the-art technologies allow the fabrica-
tion of crystal silicon ingots for detectors which can reach 400mm diameter
as best case. For GaAs and CdTe detectors, this area is much smaller.
However, the larger the detector area, the more reduced the purity and
uniformity.

In practice, the most limiting factor is the maximum size of ROIC dices
due to the photolitographic stepper reticles of CMOS technologies [35]. Al-
though this limitation may be overcome by stitching techniques at mask
level [35], CMOS technology yield still dominates the maximum ROIC size.

1.2.4 Charge Integration versus Photon Counting

As already mentioned in Section 1.2.1, two processing strategies can be
chosen to create an image from the collected charge generated in the direct
X-ray detection: charge-integration or photon-counting modes [9].

Photon-counting systems are based on the comparison of the charge gener-
ated by a single X-ray photon with a given threshold to determine whether
this photon contributes to the output image or is discarded. Thus, each
counted photon contributes with the same weight and the lowest measur-
able signal is a single photon. Since the threshold is set above the noise,
the background is eliminated, and large acquisition times are allowed. The
dynamic range is therefore limited by the capacity of the digital counter.
Furthermore, using multiple threshold levels or sweeping this threshold in
consecutive acquisitions, information of the spectrum of the incoming X-ray
photons can be obtained, at the expense of a more complex DPS.

On the other hand, charge-integrating systems count all the charge reaching
the front-end ROIC, including the dark current itself. This strategy reduces
the SNR and the dynamic range. Moreover, since the amount of charge
is somehow proportional to the photon energy, the contribution of higher
energy photons, which in some cases can carry less useful information show
more weight in the output image.
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Regarding the circuit complexity, the charge-integrating pixels can be very
simple, for example including only few switching transistors and a capacitor
as storing element. Generally, photon-counting require front-end electronics
with higher complexity. The simplest implementation of Fig. 1.9 includes
a pulse shaper amplifier with an RC feedback network and a discriminator
to compare amplifier output with the given threshold. Finally, the corre-
sponding event from the comparison result can be either sent outside the
array for further processing or stored in the pixel built-in digital counter.

C

R

Reference
Threshold

Feedback

Event
Processing

Input photons

Figure 1.9 Simplified schematic of a photon counter and opera-
tion waveforms when sensing electrons.

The principle of operation is as follows: the incoming charge is accumulated
in the amplifier feedback capacitor and is continuously removed by the RC
feedback. If the dynamic output temporally exceeds the threshold level,
the comparator toggles, generating a single count event. Thanks to the
scaling capabilities of CMOS technologies, it is possible to improve this
basic circuit functionality at pixel level by adding more threshold levels to
obtain spectral information, threshold programmability for calibration and
to avoid mismatching in the response of different pixels under the same
conditions.

From the above analysis it could be argued that despite the higher cir-
cuit complexity needed, photon-counting is superior to charge-integration.
However, two practical undesired effects must be taken into account:

Pile-up. First, close in time individual photons can become indistinguish-
able, thus loosing their information. This effect, known as pile-up,
increases at high fluxes, when photons arrive closer than the temporal
resolution of the readout circuitry and can not be resolved, as in the
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example of Fig. 1.10. The main drawback that this effect presents
is the deviation of the response of the pixel from the linear behavior
[29, 36]. Furthermore, the unregistered photons can increase up to the
point where no photons are counted at all [37, 38].

Time

Time

Time

Photons

Pulses

Events

Threshold

True
Observed

Figure 1.10 Explanatory example of the information losses in
photon-counting due to the pile-up effect. In this
study case, 5 photons reach the detector, but only
3 are counted. Moreover, if multiple thresholds were
available, the obtained energy resolving information
would also be erroneous [39].

Charge-sharing. Another drawback of photon-counting systems exten-
sively studied is charge-sharing [31–33, 40]. Basically, this effect oc-
curs when the charge cloud generated by an X-ray photon expands as
a consequence of charge diffusion due to Coulomb repulsion between
charges. As a consequence, the generated charge can be shared be-
tween two or more neighbored pixels. If the charge cloud that should
be counted is highly dispersed, each pixel collects a portion of charge
below the required to cause the output of the amplifier to exceed the
threshold level. Hence no events are generated and the information
carried by the X-ray photon is lost, degrading the image resolution and
the spectrometric performance. On the other hand, if a high energy
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X-ray photon generates a charge cloud shared by some neighboring
pixels, multiple events could be recorded.
Fig. 1.11 summarizes the possible situations combining the energy
and charge dispersion cases. Here, the X-ray photon energy level is
illustrated as the depth where the X-ray photon interacts and the
charge cloud dispersion is shown along with the width of the shadow.
The output of the amplifier, which generates an event if the threshold
level is exceeded, is also shown.
Hence, the impact of the charge-sharing effects grows as the pixel
pitch is reduced and depends on the photon energy, on the detector
material, characteristics and thickness, and the bias voltage of the
detector. Therefore, it can not be easily compensated by digital post-
processing.
Large pixels reduce the impact of these effects but at some time de-
grade the spatial resolution. In the same way, thinner detectors and
high polarization voltages reduce the charge-sharing and parallax ef-
fects but deteriorate the efficiency and increase the dark current re-
spectively. As an example, in the case of using a CdTe X-ray detec-
tor of 1mm thickness biased at 100V with 55µm-pitch, pixels studies
[32, 40] show that if photons do not interact very close to the read-out
pixel circuit electrode and close to its geometrical center, the maxi-
mum collected charge is around 50% only, with the rest of the charge
more or less homogeneously distributed among the neighboring pix-
els. The consequences of this effect are decreases of contrast, SNR and
MTF, and are significant enough to justify many redesign efforts on
existing photon-counting pixels as in the case of the Medipix family
[41].

In conclusion, there is not a clearly ideal readout method for X-ray imaging,
since it is strongly dependent on the particular application requirements.
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Figure 1.11 Charge-sharing effects description: mid-energy X-ray
photon and low charge dispersion (a), mid-energy
X-ray photon and high charge dispersion (b), high-
energy X-ray photon and low charge dispersion (c) and
high-energy X-ray photon and high charge dispersion.
In (b) situation, no events are registered while in (d)
situation, multiple events are registered.
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1.3 State-of-the-Art Technologies

During recent years, extensive research has been carried out in order to
improve the performance of X-ray imaging systems. Despite some proposals
may be useful only for particular applications, most techniques are targeting
high spatial resolution and large area imaging.

This section presents the state-of-the-art X-ray imaging systems at ROIC
level, which is the focus of the work presented in this thesis. Lots of ap-
proaches can be found in the literature and can be classified following dif-
ferent criteria. Regarding the readout method, although the most studied
strategy is photon-counting [22, 42–60], charge-integration is also addressed
in many cases [61–70]. In fact, active pixels combining these two readout
methods have also been studied [71, 72]. The circuit complexity at pixel level
can range from few transistors with analog output and charge-integration
approach [61–65] to highly complex circuits with in-pixel digital memory
either based on charge-integration [66, 68, 69] or photon-counting [42, 45–
47, 49–53, 58–60]. Other approaches provide analog or single bit digital
outputs as trigger to external circuitry [43, 48, 54, 55]. In this sense, Ta-
ble 1.3 summarizes a comparison between state-of-the-art pixels for digital
direct X-ray imaging.

Chip[Ref] Park[63] PAD[64] XPAD3[49] PSIpix[53] Medipix2[58]
CMOS 0.6µm 1.2µm 0.25µm 0.25µm 0.25µm
technology CSM HP IBM UMC IBM
Pixel pitch 35µm 150µm 130µm 75µm 55µm
Array size 161082 92 × 100 80 × 120 256 × 256 256 × 256
Readout Ch-I Ch-I Ph-C Ph-C Ph-C
method
Programmable no no yes yes yes
Readout Analog Analog Digital Digital Digital
output 12-bit 12-bit 13-bit
Power/pixel N.A. N.A. 40µW 8.8µW 8µW
Noise N.A. N.A. 100e−rms 135e−rms 140e−rms

Table 1.3 Comparison of state-of-the-art ROIC pixels for di-
rect X-ray imaging. Readout methods are charge-
integration (Ch-I) and photon-counting (Ph-C).

As it has been pointed out in previous sections, large size hybrid imagers are
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difficult to obtain due to yield limitations of ROIC technology. Therefore, in
order to cover the large areas required in some X-ray imaging applications,
several approaches have been addressed such as generating a large image
from moving a single chip taking sub-images, by using a multichip array or
by combining both methods. The multichip approach requires chips specif-
ically designed 3-side buttable with all external connection pads located on
one side of the ROIC die as illustrated in Fig. 1.12 [73–75]. The main issue
of this approach is the dead space left between chips. Also, since the cov-
erage area is 2×N with respect to the single chip area, image size is fully
scalable only in one dimension.

Wire bonds

Pixel detector
Solder bumps

CMOS pixel circuit
Printed circuit board

Figure 1.12 General arrangement for 2×N tiling of 3-side buttable
small X-Ray imagers to obtain larger imaging areas.
Dead zones between detector arrays are evident [19].

In order to overcome the scaling limitation and cover the dead areas between
individual detectors at least in one dimension, more sophisticated assemblies
have been studied by tilting individual detectors following Fig. 1.13 [19, 73].
Another way to avoid dead spaces between tiled imagers is to hybridize mul-
tiple ROICs to a single large detector. However, a similar issue would be
present, as larger pixels in the boundary between adjacent chips would in-
troduce non-uniformity in the resolution and higher count rates in periphery
of the chips as fixed pattern noise.

An alternative approach, which involves step-scanning a large area with
one or more small detectors has been also addressed [19, 76–79]. It basi-
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Figure 1.13 A more sophisticated arrangement of M×N tiling mul-
tiple X-ray imagers to cover a large area [19].

cally consists in a master-board with one or more small imagers that scans
a large area by taking a snapshot and mechanically moving the system to
a new position for another snapshot until the full large area is covered as
illustrated in Fig. 1.14. The full image is obtained by combining the differ-
ent snapshots. The whole system complexity is very high since it requires
precise control of mechanical movements, take several snapshots at the risk
of patient movement and preferably turning off the X-ray source during the
master-board movement, and perform time consuming postprocessing.

Figure 1.14 Schematic process of scanning a large area with an
array of single small detectors [76]
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1.4 Objectives and Scope

This research work is focused on advanced CMOS design of DPS circuits
for hybrid direct X-ray imagers. Fig. 1.15 shows the X-ray direct system
general building blocks where CMOS DPS circuits are located, where Vcom
is the common voltage bias for the X-ray detector and Isens stands for the
current collecting the charge generated by the X-ray particle.

X-ray
particle
hit

Digital X-ray
imager

DPS

X-ray
detector

Bump
bonding

CMOS
circuit

Isens

Vcom

DPS
Isens

e-/h+

cloud

Figure 1.15 General parts of an X-ray digital direct hybrid system.

In particular, the objectives of the current research work targets the design,
integration and test of novel active pixels featuring:

• Lossless charge-integration readout method.

• Individual gain programming for FPN compensation.

• Local generation of voltage references and bias currents to reduce
crosstalk.
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• Digital-only communications also for crosstalk reduction.

• Built-in test capability to lower screening costs.

• Biphasic current sensing capability for different applications.

• Built-in temperature compensation.

• Design oriented for its use in modular imaging systems.

• Compact design for high spatial resolution.

• Low-power operation to avoid detector heating.

Despite being out of the scope of this thesis, the long term objective is to
apply the resulting DPS techniques to build truly two-dimensional modular
ROICs for low-cost and large area X-ray imaging systems.

The present thesis is structured following a top-down methodology. First,
Chapter 1 reviews the required background in X-ray imaging, from the phys-
ical fundamentals to the state-of-the-art technologies. Chapter 2 introduces
the novel pixel architecture for digital direct X-ray imaging, describing its
main building blocks and principles of operation. The low-power and com-
pact area CMOS pixel circuits specifically developed in order to implement
the new DPS architecture are explained in detail in Chapter 3. Based on all
the above proposals, Chapter 4 describes the different circuit designs inte-
grated in 0.18µm 1P6MCMOS technology, either as pixel or array test chips.
Experimental results are reported in Chapter 5, including both elctrical and
X-ray tests together with a comparison respect to the state-of-the-art X-ray
active pixels. Finally, conclusions are summarized in Chapter 6 in order
to highlight the main contributions of the present thesis and its mid- and
long-term future work.

This thesis work has been developed within the Integrated Circuits and
Systems (ICAS) research group of the Institut de Mictroelectrònica de
Barcelona (IMB-CNM)(CSIC). It has been partially funded with a grant
of the Generalitat de Catalunya (2009 TEM 00071) to X-Ray Imatek S.L.
and has been supported by the following projects:
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• Desarrollo de un nuevo chip y sistema electrónico para captura de
imágenes radiológicas (Demostrador: Nuevo sistema de biopsia ma-
maria).
PHOCOPIX-5: PROFIT-Tractor FIT-330101-2005-4.
Partners: Unidad de Diagnóstico por la Imagen de Alta Tecnología
(UDIAT) S.A., Instituto de Física de Altas Energías (IFAE-UAB)
EMSOR S.A. and Sociedad Española de Electromedicina y Calidad
(SEDECAL).

• Detector de rayos X de tipo pixel y su electrónica de captura integrada
para aplicaciones de tratamiento de imagen médica.
PHOCOPIX: PLAT-INN (AGAUR) RDITSCON05-1-0015.
Partners: Unidad de Diagnóstico por la Imagen de Alta Tecnología
(UDIAT) S.A., Instituto de Física de Altas Energías (IFAE-UAB)
EMSOR S.A. and Sociedad Española de Electromedicina y Calidad
(SEDECAL).

• Desarrollo de un sistema digital de biopsia estereotáxica de mama en
tiempo real sobre MediPix.
BIOPSYONPHOCOPIX: PROFIT FIT-350300-2007-37.
Partner: Unidad de Diagnóstico por la Imagen de Alta Tecnología
(UDIAT) S.A.

• DEAR MAMA++: Desarrollo de un sistema digital de biopsia es-
tereotáxica de mama en tiempo real sobre MediPix.
BIOPSYONPHOCOPIX-2: AVANZA TSI-020302-2009-82.
Partners: Unidad de Diagnóstico por la Imagen de Alta Tecnología
(UDIAT) S.A. and EMSOR S.A.

• Neutron detector and imaging system.
NEUS: INNPACTO IPT-2012-0662-420000.
Partner: X-Ray Imatek S.L.





Pixel Architecture 2

As mentioned in the previous chapter, the core of any ROIC for hybrid
X-ray digital imagers is the array of active pixels called DPS cells. This
chapter proposes a new DPS architecture for X-ray imagers, including its
basic building block description and principle of operation. The specific
CMOS circuits proposals for its implementation are presented in Chapter 3.

2.1 DPS Architecture and Operation Proposal

From a functional point of view, the ideal requirements for a read-out pixel
circuit in X-ray imaging can be listed as follows:

High spatial resolution. Integrated circuits have evolved to current sub-
micron CMOS technologies, thus more circuitry, and therefore more
functionality, can be included in smaller areas. In order to obtain a
high spatial resolution system, a compact but fully-functional design
is wanted. In this sense, extensive circuit reuse is proposed here to
obtain a good enough trade-off.

Lossless charge-integration. Photon-counting charge losses due to pile-
up and charge-sharing effects can introduce severe losses of informa-
tion as explained in Section 1.2.4. In order to overcome these issues,
a novel lossless scheme for charge-integration will be proposed.

29
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Low-power. The heating of the ROIC chip can be easily transferred to the
detector, increasing its dark-current. By exploiting the sub-threshold
operation of the transistors together with the extensive circuit reuse
already mentioned, a low-power solution can be obtained to minimize
this drawback.

Biphasic current sensing. Different applications may require different
materials for the detector. For example, X-ray Si detectors show good
performance collecting either electrons or holes, while CdTe detector
based systems usually work collecting electrons due to the low mobil-
ity of its holes. Therefore, the proposed pixel must be flexible enough
to deal with both positive or negative charge collection.

Reduced crosstalk. In order to prevent blurring effects at image level,
crosstalk between neighboring pixels should be minimized. For this
purpose, digital-only communications are preferable at array level.
Based on this strategy, the local generation at pixel level of all analog
reference and bias levels is proposed here. As a positive side effect,
interconnectivity between pixels is reduced and technology require-
ments at layout level are relaxed (e.g. number of metal layers). On
the other hand, the complexity of pixel circuitry tends to increase.

Built-in test capability. Digital direct hybrid X-ray imagers are complex
systems since they require the hybridization of the detector with its
respective ROIC. The cost is thus increased while the yield is reduced.
This is the reason why it is useful to include a local test mechanism
inside each pixel to verify the correct behavior of the CMOS pixel
arrays before hybridization. As a positive side effect, the same built-
in mechanism can be used after hybridization to test the whole system
without requiring any X-ray source.

FPN compensation. In general, mismatching between pixels may intro-
duce FPN in the output image. In addition, certain applications can
require different behavior for pixels in a particular image ROI in terms
of charge-to-data gain conversion. In order to compensate for FPN
and to bring flexibility to the system, an individual gain programming
mechanism should be also added into each pixel.
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Dark-current cancellation. X-ray detectors with high dark currents can
experiment important restrictions in both their dynamic range and
maximum acquisition time, also with an increase of pixel noise. An
specific circuit for the auto-calibration and compensation of detector
dark current may be necessary at pixel level.

Long acquisition time capability. For the system to be flexible enough
to be used in X-ray applications where large acquisition times are
required, pixel analog storing circuits must exhibit very low leakage.

High frame rate. Digital communications must assure good performance
at communication speeds of 50Mbps or higher in order to meet de-
mands of high frame rate applications.

High full-scale. Certain applications may need a high charge full-scale
(100Me− or even more), which must be taken into account in terms
of pixel sensitivity and capacity.

Considering the above requirements, the proposed architecture for the dig-
ital active pixel is shown in Fig. 2.1(a), where Vcom is the common detector
high-voltage biasing, Isens the individual X-ray pixel detector output cur-
rent, and bin/out the digital serial I/O ports of the daisy chained DPS cells.

Regarding the operation of this pixel architecture, two modes can be dis-
tinguished, acquisition and communication, as illustrated in Fig. 2.1 (b). In
acquisition mode, signal processing inside the active pixel starts with the
auto-calibration of the detector dark-current (Idark) in absence of signal for
its posterior cancellation. Also during acquisition, arbitrary test patterns
(Itest) can be optionally added to the effective signal (Iadc), which is digitally
quantified by the in-pixel charge-integration ADC. Once in communications
phase, the digital output of the ADC (dadc) is serially read-out through bout
while bin is used to program-in, at the same time and without any extra
speed cost, the gain (Vth) of the ADC through the (digital word ddac). This
gain is customized individually for each pixel by a local digital to analog
converter (DAC) in order to compensate for any FPN in the next frame.

As observed in the same Fig. 2.1(a), analog references and biasing levels are
locally generated inside each active pixel, thus connectivity between pixels
is limited to digital signals only.
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Figure 2.1 Overall architecture (a) and operation (b) of the pro-
posed DPS for digital X-ray imaging.
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2.2 Charge-Integration and Digital Conversion

In general, charge-integration pixels integrate the input signal during a cer-
tain acquisition time. In most approaches reported in the literature study
of Section 1.3, each pixel integrator circuit is read-out in the analog domain.
In these cases, crosstalk between neighboring pixels and signal degradation
may be significant. Therefore, A/D conversion must be implemented inside
each pixel in order to reduce crosstalk and to obtain digital only communi-
cations pixels.

Having in mind the requirements for a compact and low-power pixel design,
predictive A/D conversion is preferred over direct (e.g. flash) or algorithmic
(e.g. successive approximation) architectures, as its internal feedback allows
strong relaxation of the analog parts reducing area and power consumption
[80].

For our purposes, sigma-delta modulators (Σ∆M) can be taken as the best
example of predictive A/D conversion. In general, Σ∆M is built from a pulse
modulator in cascade with a digital filter. The role of the pulse modulator
is to quantize (typically at resolutions as low as 1-bit) the amplitude of the
error between input signal and a given prediction while a feedback DAC is
updating this signal prediction, so performing error correction. As a result
of this modulation, the quantization error in the pulse stream is pushed to
higher frequencies. Hence, the low-pass digital filter is in charge of cutting
these frequency components and complete the discretization of the signal in
time to finally obtain the digital output word (dadc) at the Nyquist rate.

Two different circuit approaches can be selected regarding the resulting
modulator: pulse width modulation (PWM) and pulse density modulation
(PDM) [81]. The PWM approach scheme, also known as time-to-first-spike,
is equivalent to a classic single or double ramp integrating ADC and requires
the use of an external clock signal for the conversion. On the other hand,
the asynchronous PDM approach, also called integrate-and-fire or spike-
counting, is based on the scheme of Fig. 2.2(a) where the input signal coming
from the sensor Iadc is first compared to the prediction and error is amplified
by the high-gain but band-limited stage. The result is codified at 1-bit by
the quantizer and the output pulse stream (Vpdm) is then fedback by the
DAC to update the prediction. Thus, a clock signal is not needed and



34 CHAPTER 2. PIXEL ARCHITECTURE

dynamic power consumption is proportional to input signal amplitude. For
these reasons, the PDM strategy is chosen here to meet low crosstalk and
low power consumption requirements as listed in previous Section 2.1.
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Figure 2.2 General scheme (a) of a PDM predictive ADC, and
asynchronous application to active pixel design (b).

In the context of CMOS circuits for DPS design, the general scheme of
Fig. 2.2(a) is simplified to Fig. 2.2(b). Here, the high-gain and band-
limited stage is replaced by a first order integration, which amplifies the
low-frequency components of Iadc into Vint; the integrated signal is quan-
tified by a comparator according to a given threshold (Vth), and resulting
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pulses Vpdm are fedback to reset the analog integrator, so performing the
same effect as a negative feedback from a single bit DAC. Concerning the
first-order low-pass digital output filter, this block can be implemented by
a simple integrator (i.e. counter) whose losses are controlled by the frame
initialization signal (binit).

A classic topology of the simplified PDM modulator of Fig. 2.2(b) is shown
in Fig. 2.3. The analog integrator is implemented here by the Cint-based
capacitive transimpedance amplifier (CTIA) stage. Apart from integrating
Iadc into Vint, so amplifying the low-frequency components of the input sig-
nal, the CTIA is also in charge of compensating for the effects of the input
parasitic capacitance Cpar by keeping the X-ray detector biased at the con-
stant potential Vref . Due to small values for Cint, extra capacitor (CCDS) is
usually added to implement a correlated double sampling (CDS) mechanism
and reduce the low-frequency noise generated by the CTIA stage.

Vpdm

Iadc

Vint

Vref VthVref -

CCDS

Cint

Cpar
binit Vpdm+

binit Vpdm+

Figure 2.3 Classical scheme for the PDM part of the in-pixel
integrate-and-fire ADC (Iadc > 0 case).

The operation of the circuit of Fig. 2.3 starts with the frame initialization
(binit high), while the analog integrator based on Cint is reset and the off-
set and low frequency noise of the first stage are sampled and stored in
CCDS . Once in acquisition (binit low), the detector quasi-static current Iadc
is integrated into Cint, and CCDS implements CDS noise cancellation at the
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integrator output Vint. Finally, when the swing of the integrated signal Vint
reaches the fixed threshold Vth, the comparator generates a spike usually
called event (Vpdm high), which is sent to the digital counter of Fig. 2.2(b)
and it is also fed back to the first stage as the reset signal. The ideal
waveforms of this operation cycle are illustrated in Fig. 2.4(a).
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Figure 2.4 Ideal (a) and real (b) operation of the classical PDM
scheme of Fig. 2.3 (Iadc > 0 case). In this example, 1
spike is lost in real operation (6 spikes) compared to
the ideal behavior (7 spikes).

At the end of acquisition time Tacq, the A/D conversion is completed. The
digital counter state according to this ideal operation should be:

qadcideal = bnadcidealc (2.1)

nadcideal = Tacq
TPDMideal

= Tacq
CintVth

Iadc → fPDM = 1
TPDM

= Iadc
CintVth

(2.2)

where bxc stands for the floor integer approximation of x.
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Due to the low biasing currents of the analog integrator and comparator in
Fig. 2.3 required to achieve low power consumption, the pulse duration in
Fig. 2.4(a) can not be null in practice. Hence, some time (Tres) is lost at
each spike generation in order to reset the analog integrator, as depicted
in Fig. 2.4(b). Following Fig. 2.3, no integration in Cint is possible during
this reset time, so the resulting spike frequency in Fig. 2.4(b) is decreased
compared to Fig. 2.4(a). Applying the same analysis as in Eqs. 2.1 and 2.2:

qadcreal = bnadcrealc (2.3)

nadcreal = nadcideal

1 + Tres
Tacq

nadcideal
(2.4)

This non-linear effect is specially noticeable at full-scale of Iadc, where
TPDMideal tends to be comparable to Tres. For a given integer digital out-
put 0 < |qadc| < dfullscale, the maximum non-linearity error is reached at
nadcideal≡dfullscale. In order to ensure a peak deviation below half least
significant bit (LSB), according to Eqs. 2.1 to 2.4:

max (|nadcreal − nadcideal|) =

∣∣∣∣∣∣ dfullscale

1 + Tres
Tacq

dfullscale
− dfullscale

∣∣∣∣∣∣ ≤ 0.5LSB = 1
2

(2.5)

so, for dfullscale�1:

Tres ≤
Tacq

2d2
fullscale

(2.6)

For example, a 10-bit pixel with Tacq = 100ms requires Tres < 50ns, which
demands high power consumption for the circuits of Fig. 2.3. As shown
in Fig. 2.5, for a 10-bit output dynamic range with Tres/Tacq ratios as low
as 0.01%, deviations already reach values of 10% or more. Hence, the only
solution to maintain the nominal full scale and to reduce non-linearity using
the architecture of Fig. 2.3, is the increase of biasing currents for the analog
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circuits, leading to an increase of power consumption for the whole array of
pixels.
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Figure 2.5 Ideal and real nadc curves for different Tres/Tacq ratios
according to Eq. 2.5.

In order to overcome these reset time issues in conventional spike-counting
circuits the alternative approach of Fig. 2.6 is proposed. The design proposal
does not use a hard short-circuit but a novel switched capacitor technique
to reset Cint.

In this case, the principle of operation is as follows: during frame initial-
ization (binit high), the analog integrator is reset, while Creset/CDS remains
connected to Vint; once in acquisition (binit low), the sensor quasi-static
current Iadc is integrated in Cint while Creset/CDS is tracking the offset, the
low frequency noise and the output signal itself of the first stage; finally,
when the fixed threshold Vth is reached, the comparator generates a spike
(Vpdm high), which is sent again to the digital counter of Fig. 2.2(b) and
causes Creset/CDS to be connected to the input of the analog integrator. As
a result, the charge stored in Cint is compensated by Creset/CDS and the
reset is performed.
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Vref VthVref -

Creset/CDS

Cint

Cpar

binit

Vpdm

Figure 2.6 Novel scheme proposed for the PDM part of the in-
pixel integrate-and-fire ADC (Iadc > 0 case).

However, and unlike the classical implementation of Fig. 2.3, this novel
strategy does not block the integration of Iadc in Cint during the reset time.
In fact, the proposed scheme behaves like an analog APS design from this
viewpoint, since the integrator is operating in continuous-time during the
full acquisition time. Hence, integration of both the charge coming from Iadc
and from Creset/CDS are linearly combined in Cint during the reset phase.
This fact can be easily seen in Fig. 2.7(b), where Vint does not return to the
reference level Vref after each reset. In consequence, the spike frequency
is no longer dependent on the reset time and matches the ideal target of
Fig. 2.7(a). This behavior is maintained even for high photon fluxes, which
in practice allows the extension of the dynamic range. In fact, just a mini-
mum reset time is required to ensure complete charge redistribution between
Creset/CDS and Cint, but its particular value is not relevant.

Since Creset/CDS is continuously sampling the offset and the low frequency
noise of the analog integrator, it already implements the CDS function.
Hence, the CCDS element in Fig. 2.3 can be avoided, and no extra capac-
itors are finally added. In practice, technology mismatching between Cint



40 CHAPTER 2. PIXEL ARCHITECTURE

and Creset/CDS causes an equivalent small offset in Vth, but these gain errors
are negligible compared to the absolute process deviations of Cint. Further-
more, this offset can be fully compensated by the DPS gain programming
capabilities explained in Section 2.3. Also, charge injection is similar to con-
ventional spike-counting due to the fact that the binit-switch is not operated
during A/D conversion and Vpdm-switches are working complementary.
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Figure 2.7 Ideal (a) and real (b) operation of the novel PDM
scheme of Fig. 2.6 (Iadc > 0 case). As shown, no
spikes are lost in real operation (7 spikes) compared
to the ideal behavior (7 spikes).

The obtained output pulse stream Vpdm during acquisition time Tacq is
counted and stored as dadc in the in-pixel digital registers as explained in
Section 2.5.
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2.3 Individual Gain Programmability

According to the pixel architecture proposal of Fig. 2.1, the gain of the
built-in ADC can be externally controlled through ddac in every acquisition
frame. Despite the consequent increase of pixel circuit complexity, this new
feature has two practical advantages.

First, the independent gain programmability of each individual pixel can be
seen as a compensation mechanism for the cancellation of any mismatching
between pixels. This technological mismatching, caused by asymmetries
either between X-ray detectors or between CMOS read-out circuits, is the
main source of FPN in the digital output image.

Second, having the possibility of changing ADC gain for the whole array of
pixels can be also used to adjust imager sensitivity to each particular X-ray
application and detector-type. Hence, the flexibility of the resulting imager
is strongly improved.

As already explained in Section 2.1, the pixel digital communications scheme
proposed in Fig. 2.1(b) already allows to send a different programming code
ddac to each individual active pixel without any penalty on its read-out
speed.

This ddac code adjusts the A/D conversion gain by programming the value of
the threshold voltage of the comparator of Fig. 2.6. Indeed, controlling Vth
is equivalent to selecting the conversion gain from Iadc to nadcideal according
to Eq. 2.2. Hence, a DAC block is needed inside each pixel to convert
the digital code ddac into the corresponding voltage level Vth and store it
temporally during acquisition time. Moreover, as the pixel is required to be
able to deal with positive and negative charge integration, the programmed
threshold value Vth has to be either positive or negative respect to the
signal baseline level Vref of Fig. 2.6, depending on the charge collection
mode selected.

Taking into account the above functional requirements together with the
compact pitch target, the use of the switched-capacitor DAC [82] of Fig. 2.8
is proposed. This DAC block operates during I/O communications phase
only, when dadc is serially programmed through bin according to the chrono-
gram of Fig. 2.1(b).
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Figure 2.8 Simplified scheme and operation of the proposed in-
pixel gain programming. Boxed blocks are reused
from the PDM stage of Fig. 2.6.

The principle of operation is as follows. The first entering bit ddac(0) is
the LSB, which charges Csamp during the high state of φ1 to a reference
voltage (VR) if ddac(0) ≡ 1, or to ground if ddac(0) ≡ 0. For simplicity,
VR is typically the supply voltage (VDD). When φ1 is low, the charge in
Csamp is redistributed between Csamp and Cmem. Holding the charge of
Cmem for φ1 high again, the next significant bit of ddac charges Csamp to the
corresponding value and the process is iterated until the most significant
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bit (MSB) of the B-bits length word of ddac is handled. If Csamp≡Cmem,
the resulting programmed voltage level in Cmem is:

Vdac = VR

B−1∑
i=0

ddac(i)
2B−i ≥ 0 (2.7)

After locally generating each particular Vprog level inside each pixel, the
charge stored in Cmem is transferred to Cint using the same CTIA of the
PDM stage of Fig. 2.6. Since the pixel has to be able to deal with either
positive or negative input charges, the common digital selector bit bh/e
is introduced to control φ2 and φ3, and thus, the polarity of this charge
transfer. As a result:

Vprog = Vref + (−1)bh/e
Cmem
Cint

Vdac (2.8)

The reuse of the CTIA block means important silicon area and power
consumption savings per DPS, but even more important, the low output
impedance of this block allows to copy the resulting Vint in a high density
non-linear metal oxide semiconductor (MOS) capacitor Cth. In this way, the
effect of switch leakage during acquisition can be attenuated. Hence, the
final expression of the equivalent threshold stored in this analog memory is:

Vth = (−1)bh/e
Cmem
Cint

VR

B−1∑
i=0

dadc(i)
2B−i (2.9)

In practice, Cint≡Cmem, so |Vth|=|Vdac|. Another advantage of using the
same CTIA as the PDM modulator is that the comparator already com-
pensates the input voltage offset during A/D conversion.

Finally, the sampling and hold switch implementation driven by φ2 + φ3 in
Fig. 2.8 need to exhibit a very low leakage current in order to not degradate
Vth during long acquisition times.
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2.4 Built-In Test Capability

As mentioned in Section 2.1, and due to the extra cost of hybridizing im-
agers, the inclusion at pixel level of a pre-hybridization test mechanism is
recommended. The aim of this mechanism is to check the full signal path
inside and outside the active pixel, emulating the external signal without
requiring any X-ray source. It works during the acquisition phase by inject-
ing the input charge pulses Itest of Fig. 2.1. The polarity of these charge
injections is selectable using the bh/e signal to meet the biphasic current
sensing requirement.

Taking the above idea, a compact block implementation is proposed in
Fig. 2.9. Most of this test circuitry is shared with the gain programming
DAC introduced in Section 2.3 as both functions are not overlapped in time.
Apart from the corresponding silicon area and power consumption reduc-
tions, the use of the same switched capacitors, for both test and threshold
programmability, minimizes the effects of technology mismatching between
Cmem and Cint in test mode.

The principle of operation for the generation of Itest is very similar to the
mechanism of Fig. 2.8: during acquisition, Cmem is usually biased at the
common test amplitude Vtestamp; when a test stimulus is requested (btestinj
high), the charge stored in Cmem is injected directly to the ADC input
according to the polarity specified by bh/e and controlled by φ1 and φ2 in
Fig. 2.9. The resulting change at the integrator output only due to Itest is:

∆Vint = (−1)bh/e
Cmem
Cint

Vtestamp (2.10)

Typically Cmem≡Cint, so the amplitude change |∆Vint|≡Vtestamp. The sep-
arate control of amplitude and timing signals of the test pattern is of special
interest to simplify external components and reduce noise in test mode. In
fact, Vtestamp is the only external analog signal of the DPS which can inject
noise from the outside, but it has no contribution during normal acquisition
(btestinj low). Even in test mode, the external control of a constant DC
voltage reference is simpler than distributing dynamic analog signals inside
the pixels array.
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Figure 2.9 Proposed scheme for the in-pixel built-in test. Boxed
elements are reused from the PDM stage (a) of Fig. 2.6
and the gain programming scheme (b) of Fig. 2.8.

In order to perform crosstalk or mismatching studies without increasing
the number of external signals, test groups can be defined (e.g. A and B)
and test patterns can be hardwired in the final imager by distributing the
corresponding VtestampA,B and/or btestinjA,B connectivity maps. In Fig. 2.10,
two examples of test patterns are presented, where black and white pixels
would be connected to A and B test signals, respectively.

Figure 2.10 Examples of hardwired test pattern maps using the
built-in pixel test mechanism of Fig. 2.9 in two pixel
groups.
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2.5 Digital Interface

As explained in Section 2.1, the digital I/O block of Fig. 2.1 is used both
for pulse counting during acquisition phase, and for serial read-out and
program-in of signal and gain data during communications phase, respec-
tively. For these purposes, the reconfigurable digital I/O block of Fig. 2.11
is proposed, where B is the length of the equivalent register.
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Figure 2.11 Reconfigurable digital I/O block scheme (a) proposed
for pixel communication (b) and acquisition (c).
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The operation of the circuit of Fig. 2.11 can be described as follows. Before
the first acquisition, this stage is configured as shift-register for communica-
tions (bcount low) following Fig. 2.11(b) and the individual pixel gain (ddac)
is serially programmed through bin using bclk as clock signal. During the
same phase, the pixel DAC of Fig. 2.8 generates and stores the correspond-
ing Vth level. Once in acquisition, the registers are reset (binit high), and
the digital I/O block is reconfigured as a ripple counter (bcount high) fol-
lowing Fig. 2.11(c) which digitally integrates the pulse stream Vpdm coming
from the PDM stage. During this phase, the output of the last register is
used as overflow flag. When set, the analog frontend stage is reset to avoid
any pulses that would re-start the counting from the first code. Finally, a
serial shift-register is again implemented (bcount low) to read-out the digital
signal data while at the same time the individual pixel gain for the next
acquisition phase is programmed.

For evaluation purposes, the pixel digital interface proposed in this section
is compared with pseudo-random counter-based solutions, which already
include shift registers. In particular, pseudo-random maximum length se-
quence (PRMLS) counters [83] are of special interest, since their linear feed-
back allows to exploit the full dynamic range of a B-bit classic counter (2B).
Fig. 2.12 shows the structure of a PRMLS-based solution for the 10-bit de-
sign case, with its XOR feedback network (ploynomial 1 + x6 + x9).
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Figure 2.12 10-bit PRMLS reconfigurable counter. For bcount low,
the structure behaves as a shift register.

Compared to the digital interface of Fig. 2.11, it is clear that reconfigurable
PRMLS counters need less gate resources, thus more compact pixels may be
obtained. However, their pseudo-random nature commonly require a look-
up-table (LUT) for data decodification. This fact may become a practical
bottle neck in large dynamic range or high speed image systems. Further-
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more, the number of transitions, as changes in logical state at each flip-flop
output, is higher compared to ripple counters.

As a particular example, Fig. 2.13 shows the ratio between transitions of a
PRMLS counter and a ripple counter for the 10-bit case design. After only
few counts, the number of transitions of a PRMLS counter is already more
than twice the number of transitions of the corresponding ripple version.

0

0.5

1

1.5

2

2.5

3

C
um

ul
at

iv
e 

nu
m

be
r 

of
 t

ra
ns

iti
on

s 
[P

R
M

LS
/r

ip
pl

e]

Number of counted pulses
0 100 200 300 400 500 600 700 800 900 1000

Figure 2.13 Ratio between transitions of PRMLS and ripple coun-
ters for the 10-bits case design.

Based on the D-type flip-flops for the two alternatives, ripple and PRMLS
counters can be compared in terms of number of transitions at full-scale
and of required extra circuitry for their reconfigurability as shift-registers.
The theoretical results of these comparisons are presented in Fig. 2.14 for
different design cases regarding the number of bits of the counters.
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Figure 2.14 Full-scale transitions (black) and extra transistors
(red) in reconfigurable ripple (solid line) and PRMLS
(dashed line) counters for 7 to 14-bit design cases.

As expected, configurable ripple counters require more extra circuitry com-
pared to PRMLS counterparts, leading to larger pixel area occupancy for
the digital blocks.

On the other hand, the number of logical transitions is much higher when
using PRMLS counters, which is directly related with the dynamic power
consumption of the digital part. Moreover, ripple counters power consump-
tion exhibits a fixed weight for each position with the LSB winning almost
50% of the total consumption. Hence, the circuit optimization of ripple
counters for low-power operation seems more feasible than in PRMLS coun-
ters, where power consumption is pseudo-randomly distributed along all the
register positions.
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Finally it is important to note that logical transitions are not only causing
power consumption in the digital blocks but also crosstalk to the analog
parts of the active pixel. Thus, this undesired effect can be more attenu-
ated in ripple counters than in PRMLS solutions by following proper layout
floorplans.
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In previous chapter, a high level description of the main internal circuit
blocks of the proposed read-out pixel architecture has been presented to-
gether with their operation modes. In this chapter, CMOS circuit imple-
mentations of these pixel blocks, to obtain all the desired pixel functionality,
are proposed. In this sense, schematics at transistor level are exposed and
main design parameters and challenges are discussed to meet the perfor-
mance requirements introduced in Section 2.1.

3.1 Asynchronous A/D Conversion

As argued in Section 2.2, digitization of input current from the X-ray direct
conversion detector should be already performed at pixel level in order to
achieve low crosstalk between pixels. For low-power consumption and com-
pact area, an asynchronous integrate-and-fire ADC architecture is chosen
for the proposed pixel using a novel CTIA reset scheme presented in the
circuit of Fig. 2.6 for lossless charge-integration.

Before presenting the CMOS circuit implementation proposal for the asyn-
chronous PDM stage of Fig. 2.6, some modeling considerations will be dis-
cussed about CTIA being used for detector current-reading. For such a
purpose, Fig. 3.1(a) includes a general model of this scenario, where Idet
stands for the detector current to be sensed, while Rdet and Cdet are the
resistive and capacitive parts of the detector impedance, respectively.

51
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Idet Cdet

Cint

Vout

Cload

-G
(a)Rdet

Cdet
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Cload
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(b)Rdet

+Vno

Idet Cdet

Vout

Cload

-G
(c)Rdet

Cint(1+G) Cint  1+   1G(   )
Zin Zout

Figure 3.1 General model of CTIA-based detector current-
reading for STF (a), NTF (b) and impedance splitting
(c).

By defining signal transfer function (STF) as

STF
.= Vout
Idet

(3.1)

and considering finite open loop gain (G) for the CTIA OpAmp, the result-
ing STF can be found to be:

STF = RdetG

Rdet[Cdet + (G+ 1)Cint]s+ 1 (3.2)
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Cdet
Cint

1+1
G(     )

Figure 3.2 Bode magnitude representation of STF (a) and NTF
(b) for the corresponding models of Fig. 3.1.

The equivalent Bode transfer function is plotted in Fig. 3.2(a), with:

fp = 1
2π

1
Rdet[Cdet + (G+ 1)Cint]

(3.3)

In case of large enough open loop OpAmp gain, the entire stage behaves as
the wanted continuous-time integrator:

STF =
G→∞

1
Cints

(3.4)

and the own impedance of the detector can be neglected.
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Concerning the equivalent noise transfer function (NTF) of Fig. 3.1(b):

NTF
.= Vout
Vno

(3.5)

where Vno stands for the OpAmp output noise voltage, its expression can
be written as:

NTF = Rdet(Cdet + Cint)s+ 1
Rdet[Cdet + (G+ 1)Cint]s+ 1 (3.6)

The corresponding Bode transfer function is shown in Fig. 3.2(b) with same
pole as STF and the extra zero:

fz = 1
2π

1
Rdet(Cdet + Cint)

(3.7)

Again, for practical values of OpAmp open loop gain and frequency range
above fz, the resulting transfer function can be rewritten as:

NTF =
G→∞
f>fz

1
G

(
1 + Cdet

Cint

)
(3.8)

which is telling the output noise voltage of the full CTIA stage is similar
to the equivalent input noise voltage of the OpAmp scaled by the detector
parasitic to integration capacitance ratio.

Finally, the transcapacitance of Fig. 3.1(a) can be split according to Miller
effect [84], obtaining the equivalent circuit of Fig. 3.1(c). This decoupling
results in an equivalent input impedance seen from the detector viewpoint
as:

Zin = 1
1 +G

1
Cints

(3.9)
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while the equivalent load impedance seen from the OpAmp block results in:

Zout = 1
[(1 + 1

G)Cint + Cload]s
(3.10)

Coming back to the CMOS implementation of the PDM stage presented in
Fig. 2.6, its circuit is proposed in Fig. 3.3. The modulator is composed of a
compact CTIA (M1-M4 and Cint), with the new reset scheme (M5-M7 and
Creset/CDS), a comparator (M8-M15), and a latch to finally generate the
reset signals breset and b̄reset.

Vpdm

M1 M2

M3 M4

M5 M6
M7

M8 M9

M10 M11 M12M13

M14 M15

bh/e

binit

Iadc

Cpar

Cint

breset

breset

breset

breset

Ibias Ibias

Ibias
Creset/CDS

Vref+(-1)   VthVref

Vint

bh/e

Figure 3.3 CMOS circuit proposal for the lossless PDM stage of
the in-pixel integrate-and-fire ADC.

From Eq. (3.4) and Eq. (3.8) it is clear that high gain factors are needed
for the CTIA OpAmp in order to compensate for detector impedance and
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minimize circuit noise impact on charge measurement. For this reason, big
channel lengths and very low current biasing levels are chosen for M1-M4,
avoiding the necessity of cascode topologies. As a side effect, offset and
flicker noise are improved due to mismatching reduction and larges areas.
In fact, thanks to the new reset scheme introduced in the CTIA, the limited
slew-rate obtained from the low-power biasing strategy has little effect on
the linearity of the PDM stage.

According to DPS requirements from Section 2.1, the proposed CMOS pixel
may deal with positive (i.e. holes) or negative (i.e. electrons) charge collec-
tion, exclusively depending on an external and global digital signal (bh/e).
This programmability is implemented in Fig. 3.3 by switches M14 and M15,
which select alternatively the sign of the comparison. Changing output
path is preferred over switching inputs of the comparator as it would affect
the preamplifier operation. Obviously, comparison level (Vref +(−1)bh/eVth)
must be programmed accordingly, as explained in Section 3.3. Finally, com-
parator output is rectified and buffered.

In order to complete the preamplifier lossless reset, Vpdm is fedback gen-
erating complementary reset signals breset and b̄reset. A latch is used to
avoid overlapping of these two reset signals that would cause a hard reset as
in classic PDM schemes. In this sense, minimum size transistors (M6-M7)
are chosen to implement reset switches for minimum charge injection. The
inherent symmetry of the proposed reset scheme, both at switch and con-
trol signal levels, also helps in attenuating charge injection and clock feed
through effects.

3.1.1 Full Scale

Pixel charge full scale is related to the following DPS design parameters:
integration capacitor Cint, programmed threshold (gain) Vth and number of
counter bits Ncount. Charge full scale can then be written as:

Qfs = QLSB
(
2Ncount − 1

)
(3.11)
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where:

QLSB = CintVth (3.12)

is the equivalent charge LSB. Since reasonable Vth levels can range from
tens to hundreds of mV only, Ncount is usually designed according to appli-
cation full scale, while Cint comes from the resolution (noise) specification,
as detailed in next section.

In practice, the additional full scale limitation of Vpdm frequency (fPDM )
must be considered for the circuit proposal of Fig. 3.3. According to Fig. 2.4:

fPDM <
1

2Tres
(3.13)

Hence, there is a minimum boundary for Cint not related with resolution
but with:

|Iadc|max
CintVth

<
1

2Tres
(3.14)

3.1.2 Equivalent Noise Charge

The resolution achievable by the PDM scheme of Fig. 3.3 is limited by both,
detector noise itself and read-out circuit noise. The former is originated by
the Poisson distribution of observed X-ray photons together with Gaussian
fluctuations of the generated charge at the detector. Nevertheless, the study
of this phenomenon is out of the scope of the present work.

Concerning read-out circuit noise, main contributions come from the CTIA
section, as it is the input stage of the whole PDM circuit. In this sense,
total noise power at the output of CTIA can be split into two uncorrelated
phenomena:

V 2
intn = V 2

noa + V 2
nsw (3.15)
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where Vnoa and Vnsw stand for the noise voltage generated by the OpAmp
(M1-M4) and the reset switches (M6-M7) of Fig. 3.3. Considering thermal
noise only, OpAmp contributions can be directly derived from Eq. 3.8:

V 2
noa = dV 2

nin/df

Tacq

(
1 + Cdet

Cint

)2
(3.16)

being dV 2
nin/df the equivalent input noise spectral density of the OpAmp

block. In the case of reset switches, the general kT/C rule [84] is as in
any switched-capacitor (SC) circuit. However, the asynchronous nature
of the PDM operation described in Section 2.2 makes kT/C contributions
dependent on signal amplitude. Taking the case of full-scale input, when the
maximum signal-to-noise and distortion ratio (SNDR) is usually achieved:

V 2
nsw = 2 kT

Cint

1
2Ncount − 1 (3.17)

where k and T are the well-known Boltzaman constant and the operation
temperature, respectively. This expression already includes the first-order
low-pass post-filtering supplied by the digital counter of Fig. 2.2, which is
the responsible for the down-scaling factor. In other words, the CTIA stage
can be described as a SC circuit operating at an oversampling ratio (OSR)
of 2Ncount − 1.

For charge sensitive amplifiers, electronic noise is evaluated in terms of
equivalent noise charge (ENC):

ENC = VintnCint
q

[erms] (3.18)

Hence, the total contribution of the electronic noise coming from the pixel
read-out circuit is found to be:

ENC = 1
q

√
dV 2

nin/df

Tacq
(Cint + Cdet)2 + 2 kTCint

2Ncount − 1 (3.19)
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Two design conclusions can be argued from the above expression respect to
dependence between ENC and Cint:

• If OpAmp noise is dominant, reducing Cint below Cdet will not increase
charge sensitivity.

• When reducing thermal noise contributions through Cint, the capacity
of the digital counter (Ncount) need to be rescaled accordingly in order
to really improve the overall dynamic range.

As a rule of thumb, OpAmp and switches noise contributions should be
balanced, and the final Cint value should be selected so:

QLSB
.= 2ENC (3.20)

Otherwise, either excess number of spikes will be generated at Vpdm (for
QLSB << 2ENC) or resolution will be limited by Cint itself (for QLSB >>
2ENC). As a result of combining the above condition with Eq. 3.18 and
Eq. 3.19, the main design equation for the optimum Cint value is:

(CintVth)2

4 = dV 2
nin/df

Tacq
(Cint + Cdet)2 + 2 kTCint

2Ncout − 1 (3.21)

Obviously, other practical design considerations have to be taken into ac-
count, like the upper limit of fPDM in Eq. 3.13 or the maximum silicon area
available inside the pixel to integrate Cint and Creset/CDS .

Apart from generating thermal noise, the CMOS circuits of the pixel analog
frontend also contribute with flicker noise. In general, flicker power compo-
nents in terms of equivalent voltage at the gate of each MOS transistor can
be expressed as [85]:

V 2
nfi = (KF )

WL

1
f

(3.22)

where KF stands for the flicker parameter of the target CMOS technology.
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It is clear from the above equation that flicker voltage contributions are
fairly independent from transistor bias point. Unfortunately, it is difficult
in this case to reduce flicker effects through device area (WL) scaling due to
the compact pixel pitch requirements. On the contrary, the low frequency
nature of flicker phenomena is exploited here for its attenuation by the CDS
function of the new CTIA reset scheme, as already explained in Section 2.2.

3.1.3 Integrated versus Counted Charge

Linearity losses resulting from classical integrator reset schemes when op-
erating at high count rates have been already addressed and corrected by
the new proposal of Section 2.2. However, other reset issues have to be
taken into account for the CMOS circuit proposal of Fig. 3.3 also. Actu-
ally, charge coming from X-ray detectors exhibits a pulsed nature instead
of a constant current profile. As long as the comparison between integrated
signal and threshold voltage in the comparator of Fig. 3.3 is not instan-
taneous, the extra charge that makes Vint to exceed the threshold level is
not really quantized. This behavior does not mean that this extra charge
is not integrated nor compensated by the new reset scheme, but that it is
not entirely counted. It is important to note that the proposed PDM stage
counts for charge referred to threshold voltage only, and not to total volt-
age generated by a given particle. This behavior is illustrated in Fig. 3.4(a)
where the instantaneous arrival of charge clouds generated by X-ray parti-
cles are integrated, exceeding the threshold level with error voltages Ve,k.
While the reset scheme of Fig. 3.3 still compensates for Qintegrated,k, only
Qcount is really counted. The resulting loss, Qintegrated,k − Qcount depends
on the particular incoming charge packet and the Vint level at the arrival of
the packet. Moreover, its value varies randomly, causing a non-linear effect
that cannot be compensated in any way, due to the unpredictable charge
packets that trigger the reset scheme.

In practice, the CTIA stage preceding the comparator is also speed limited,
so Vint slew-rate in the circuit of Fig. 3.3 can not be infinite. Therefore, every
time a charge packet produces a threshold cross, the extra charge that it is
not counted (Ve′) remains more or less the same for every particle regardless
of its total charge, as illustrated in Fig. 3.4(b). Due to the independence
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of this error respect to signal and its low value compared to full scale, this
effect is the same as that of a comparator offset and the system remains
linear, although with a gain error, certainly. In fact, this gain error can
be compensated by using the pixel built-in DAC to program the threshold
voltage during calibration.

Vint

Vref

Vref+Vth

Vth

Ve,1

timereset delay time

(Vth+Ve,1)·Cint=Qintegrated,1

Vth·Cint=Qcount

Vref

Vref+Vth

Vth

Ve,1 Ve'

timereset delay time

Vth·Cint=Qcount

(Vth+Ve')·Cint=Qintegrated

(a)

(b)

Vint

Ve,2

(Vth+Ve,2)·Cint=Qintegrated,2

reset delay time

reset delay time

Ve,2

Figure 3.4 Charge information losses due to comparator delay for
ideal (a) and slew-rate limited (b) CTIA.

3.1.4 Phantom Event Issues

Electronic noise and coupling effects may cause multiple pulses at the output
of the comparator of Fig. 3.3 when the integrated signal Vint approaches the
threshold level Vref+(−1)bh/eVth and just a single event should be generated.
This unwanted behavior can be fixed by introducing some hysteresis in the
quantization function as depicted in Fig. 3.5.

For this purpose, two circuit modifications of the comparator are con-
sidered in Fig. 3.6. The first approach uses current feedback to imple-
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Vpdm

VintVref +Vth

Vhyst

L

H

Figure 3.5 Mathematical model of the hysteresis cycle to be in-
troduced in the quantization function against phan-
tom events. Hole collection (bh/e = 0) case.

ment an hysteresis cycle of width Vhyst, as shown in Fig. 3.6(a). When
Vint − (Vref ± Vth) ∼= Vhyst:

2ID1 = Ibias + Ihyst = Ibias

(
1 + 1

K

)
(3.23)

according to the geometrical scaling factor K. At the same operating point,
from the differential pair M1 and M2 working in weak inversion saturation:

ID1 = Ibias

1 + e
Vref±Vth−Vint

nUt

(3.24)

Hence, the resulting hysteresis cycle width is found to be:

Vhyst = nUtln
K + 1
K − 1 −→K>>1

2nUt
K

(3.25)

Unfortunately, the obtained values for Vhyst are excessively high for practical
K scaling factors, leading to reset pulses excessively wide and thus limiting
signal full scale as in Eq. 3.14.

For this reason, a second approach is presented in Fig. 3.6(b). It is based
on voltage threshold stacking by means of a cascaded Schmitt-Trigger stage
(M8-M11). Here, the addition of M9 and M11 causes body effect to appear
at M8 and M10 transistors, resulting in higher equivalent thresholds [84]:

VTB = VTO + γ

(√
|2ΦF + VSB| −

√
|2ΦF |

)
(3.26)
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Where VTO is the threshold voltage without body effect, γ the body effect
coefficient, 2ΦF the approximate potential drop between surface and bulk
across the depletion layer when VSB = 0, and VSB the source to bulk voltage.
This causes the transition step to occur at higher input voltages.

Furthermore, this stage also leads to higher settling times at its own output
and thus, small variations at the input of this stage are weaken.

bh/e

Ibias

Ibias

Vref+(-1)   Vth

Vint bh/e

Ibias

bh/e

Ihyst

Vpdm

M1 M2
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Figure 3.6 Circuit modifications to the Fig. 3.3 comparator to
incorporate Fig. 3.5 hysteresis based on current feed-
back (a) and voltage threshold stacking (b).
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3.2 Dark Current Cancellation

As explained in Section 1.2.3, direct X-ray detectors need to be reverse
biased in order to create a depletion region through the whole detector
depth. This high voltage biasing generates a reverse current even without
signal presence, which is called dark current. In general, detector dark
current can be treated as DC current, since it usually does not change over
at least short time spans. However, its value depends on detector material,
design, inhomogeneities and temperature. This last dependance imposes
low-power operation for the full CMOS ROIC in order not to heat the
array of X-ray detectors. In practice, dark current can be seen as offset
FPN, which should be canceled to not decrease the full-scale of the CTIA
integrator.

Hence, it is advantageous to include a block in each pixel circuit to com-
pensate for its particular detector dark current (Idark), as shown in Fig. 2.1.
Since biphasic current sensing capability is wanted in the final DPS, this
block must be able to compensate for both types of charge polarity. Fig. 3.7
shows the proposed CMOS circuit and its operation for dark current auto-
calibration and cancellation.

Basically, dual NMOS (M1-M2) and PMOS (M3-M4) dynamic current mir-
rors, also known as current copiers, are introduced to compensate for pos-
itive and negative Idark values respectively, according to selection switches
S1-S4. As it can be seen, these current copiers are driven by the CTIA itself
of Fig. 3.3 through M5 (and M7) and M6 (and M8). In order to cancel out
dark current components, a calibration time is needed prior to the regular
integrating phase. During this calibration phase, dark current is tracked,
filtered and its value stored as a voltage (Vdark1,2) in the capacitive memory
node of the current copiers (Cdark1,2) following the operation sequence in
Fig. 3.7 (b).

Analog memories Vdark1 and Vdark2 must therefore be able to hold the cali-
brated value for long integration times, so low-leakage is needed in Cdark1,2.
For this reason, composite switching networks, M9-M12 and M13-M16, are
introduced in nodes Vdark1 and Vdark2 of Fig. 3.7, respectively. Concerning
leakage in sample and hold switches M9 and M13, drain current expression
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Figure 3.7 Proposed CMOS implementation (a) and operation
(b) of the in-pixel dark current cancellation circuit
(chronogram not in scale).

in cut-off (i.e. deep weak inversion operation) according to [86] follows:

Ileak = ISe
−VT O

nUt e
−VSB

Ut IS = 2nβ
(
W

L

)
U2
t (3.27)

where IS , VTO, n, Ut, β, W and L are the device specific current, thresh-
old voltage, subthreshold slope, thermal potential, unitary current factor
and channel width and length, respectively, while VSB stands for the switch
source-bulk voltage. In practice, leakage levels for regular metal oxide semi-
conductor field effect transistors (MOSFETs) in submicron technologies can
easily reach pA-range, which is prohibited for long retention times. If thicker
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gate oxide devices are available in the same CMOS process, the correspond-
ing threshold voltage increase (∆VTO) can supply an attenuation factor of
e
−∆VT O

nUt ≈ 10−3, reducing Ileak range to fA. However, this leakage level is
still insufficient due to the small capacity of Cdark1,2. According to Eq. 3.27,
further scaling down to Ileak into aA-range can be achieved selecting large
VSB potentials. This design solution is easily implemented by choosing
complementary device types between switches and current copiers, as in
Fig. 3.7(a) (e.g. M1 vs M9, M3 vs M13). However, the main disadvantage
in this case is the high switch on resistance, which causes larger settling
times. Hence, a dynamic bulk biasing is proposed in Fig. 3.7(a) for M9
and M13 through M10-M11 and M14-M15, respectively. In this way, high
enough switching frequencies can be achieved together with low-leakage cur-
rent levels.

Charge injection issues are also addressed by using a two-step coarse and fine
calibration procedure in the circuit proposal of Fig. 3.7(a). Its principle of
operation can be easily explained following the chronogram of Fig. 3.7(b). In
the case of holes collection (bh/e high), M1 performs the coarse estimation
of Idark first, but its dummy counterpart M12, devoted to cancel charge
injection errors, is not activated when holding. In fact, the always positive
error in M1 current due to charge injection from M9 is then calibrated in
the fine phase by M3. Finally, and unlike for the coarse period, the dummy
pair M16 is activated when holding.

For electrons collection (bh/e low), the procedure is completely equivalent
but interchanging the coarse and fine roles between M1 and M3, and the
corresponding switches. As a result, even if final charge cancellation is not
perfect, absolute residual is not depending directly on Idark but on the error
of Idark, which is obviously smaller.

Since calibration is performed by integrating Idark with the same CTIA
circuit as for the ADC, the needed coarse and fine estimation times (Tcoarse
and Tfine) depend inversely on Idark value itself. In the same way, calibrable
dark current full-scale is also determined by the CTIA.
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3.3 ADC Gain Tunning

Section 2.3 has reasoned the addition of a dedicated DAC circuit to adjust
the gain of each pixel ADC through the programming of a digital code. Its
scheme and operation at a high description level have been also discussed
in the same section.

Based on this concept, Fig. 3.8 shows the circuit implementation at tran-
sistor level proposed for the in-pixel gain programming scheme of Fig. 2.8
employing dual transmission gates (DTGs). Low leakage transistors may
be used for this circuit block to avoid undesired drifting of the programmed
voltage value, Vprog. Besides, these transmission gates themselves can inject
undesired charge into Vprog coming from transistor channel charge and clock
feed through. With the purpose of absorbing this charge, dummy DTG2c+
and DTG2c−, with their input and output nodes shorted, are added in the
DAC circuit of Fig. 3.8.

Apart from the own circuit non-idealities of the DAC itself, other factors
can affect the effective threshold Vth during its transfer into the storing
capacitor Cth. In this sense, input X-ray current and/or dark current from
detector, as well as any offset or systematic errors may disturb the final Vth
value.

In order to compensate for these effects, a calibration procedure is proposed
in Fig. 3.9 and Fig. 3.10, where Verr stands for the overall threshold voltage
error.

It starts with an initialization phase, when integration and reset capacitors
are reset and, therefore, storage capacitor voltage is set at Vref . Then, errors
caused by detector current and parasitic charge injections from switches are
sampled during Tstr by reusing the Creset/CDS capacitor of Fig. 3.3. After
that, this error is hold while the threshold value is programmed in the DAC
capacitors following the principle of operation described in Section 2.3. Fi-
nally, the programmed threshold and the inverted previously sampled error
are transferred during a Tstr time interval into storing capacitor Cth thus
compensating the programming error. In order to further reduce residual er-
rors due to detector current, Tstr must be chosen the minimum time needed
to transfer the programmed threshold charge.
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Figure 3.8 Proposed CMOS implementation for the in-pixel gain
tuning based on a switched capacitor DAC.
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Figure 3.9 Procedure of DAC precalibration for Vth < 0 case:
initialization (a); error sampling (b); threshold value
programming and error holding (c); threshold value
storing and error compensation (d).
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Figure 3.10 Operation of the DAC precalibration procedure pro-
posed in Fig. 3.9 for Vth < 0 case (for simplic-
ity, S3 = S1): initialization (a); error sampling (b);
threshold value programming and error holding (c);
error free threshold voltage storing (d).

Even assuming the programmed threshold value is error free thanks to
the proposed calibration-compensation procedure, another important issue
must be taken into account during its storage. In particular, the leakage off
current of the sample and hold (S/H) switch controlled by prog signal in
Fig. 3.9 must be limited by design to avoid ADC gain drifting during acqui-
sition. In Section 3.2, a low-leakage switch has been described. However,
since leakage magnitude is proportional to voltage difference between switch
nodes, the alternative design of Fig. 3.11 is proposed for our purposes. It is
based on a double switch (M7 and M8) and a differential pair with active
current mirror configured as a follower (M1-M4). The latter has the purpose
of matching the voltage of the two sides of the S/H switch (M7) connected
to the threshold storing capacitor Cth. Here, M5 and M6 are devoted to
reduce the effects of adding this circuit to the threshold programming of
Fig. 3.9. It is clear that power consumption of this circuit is higher than us-
ing the low-leakage switch proposed for the dark current cancellation circuit
of Fig. 3.7, but it performs better leakage figures of merit. Furthermore, its
area occupancy is not necessarily larger, since the switch proposed in Sec-
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tion 3.2 includes transistors bulk-biased at different potentials, which means
including separated wells that, according to most technologies design rules,
require a considerable widening of the area occupied.

Ibias progprog

progprog
Vint Vref -Vth

Cth

M1 M2

M3 M4

M5M6

M7M8

Figure 3.11 Proposed low-leakage S/H switch to avoid ADC Vth

drift in Fig. 3.9.

3.4 Built-In Test Mechanism

The addition of a dedicated circuit for self-testing the CMOS ROIC even
before its hybridization to direct X-ray detectors has been already justified
in Section 2.4. As described, minor modifications to the circuit of Fig. 3.8
are required in practice to obtain this testing functionality.

Fig. 3.12 emphasize the referred circuit additions at transistor level. Its op-
eration during acquisition phase is based on biasing Cmem at the global test
amplitude level Vtestamp with S6 and injecting this charge to CTIA input
with the polarity determined by S4 (holes injection) or S5 (electron injec-
tion). Obviously, during this operation S1 = S2 = S3 = 0 and undesired
charge injections from the switches are not compensated. Nevertheless, high
accuracy is not usually required for functional testing only. In case of need-
ing it, parasitic injections can be always compensated with the programming
Vtestamp itself.
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Figure 3.12 Minor adjustments (highlighted) to the circuit of
Fig. 3.8 in order to include the built-in test capability
of Fig. 2.9.
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3.5 Local Reference and Biasing Generation

The benefits of locally generating both biasing currents and voltages refer-
ences needed by the proposed circuits inside the own pixel has been already
argued in Section 2.1. Basically, the reduction of inter-pixel crosstalk to-
gether with the lower connectivity requirements for the target CMOS tech-
nology, undoubtedly compensate the area overhead of these local genera-
tors. Anyway, a low-power and compact reference circuit is recommended.
Moreover, an all-MOS circuit is preferred over particular alternatives based
on bipolar junction transistor (BJT) devices to avoid technology specific
requirements.

Several low-power bandgap-like reference circuits have been already re-
ported in literature to be compatible with CMOS technologies, [87–93].
However, some of them are not suitable for targeting modern CMOS pro-
cesses due to the use of parasitic bipolar junction transistors [87] or diodes
[88]. In the case of MOSFET-based solutions, some proposals still require
linear resistors [89], multi-threshold process [90–92] or complex circuits [93].

The proposal of Fig. 3.13 is based on a single-threshold all-MOS devices
circuit to generate voltage reference thermally compensated and biasing
currents based on MOS specific current (IS).

Basically, the generator is composed of three cascaded sections: the propor-
tional to absolute temperature (PTAT) voltage core (M1-M4), the specific
current generator (M5-M7) and the thermally compensated output voltage
reference (M8-M9).

The principle of operation of the proposed circuit can be also split in the
three stages of Fig. 3.13. Firstly, M1-M2 matched pair is operated in weak
inversion (i.e. subthreshold) saturation. In what follows, channel length
modulation effects are neglected and the bulk terminal of each MOS device
is connected to the corresponding supply voltage. According to the EKV
model [86], the drain current expression for this region of operation is:

ID = ISe
VGB−VT O

nUt e
−VSB

Ut IS = 2nβU2
t (3.28)

where IS is the specific current, VTO is the threshold voltage, n stands for
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Figure 3.13 Low-voltage all-MOS pixel circuit proposed for the
generation of thermally compensated voltage refer-
ences (Vref ) and IS-based biasing currents (Ibias).
Dashed boxes indicate device matching.

the subthreshold slope factor, Ut is the common thermal voltage while β is
the current factor. The symmetry of the current mirror M3-M4 forces:

ID1 ≡ ID2 (3.29)

IS1e
−Vptat

Ut = IS2 (3.30)

Hence, the P scaling ratio causes the source voltage of M1 to follow the
PTAT law:

Vptat = Ut lnP (3.31)

Secondly, Ibias is obtained from the equivalent non-linear load attached to
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Vptat. For such a purpose, M6 is biased in strong inversion saturation.
According to [86]:

ID = β

2n(VGB − VTO − nVSB)2 (3.32)

while M7 is also operated in strong inversion but conduction following [86]:

ID = β

[
VGB − VTO −

n

2 (VDB + VSB)
]

(VDB − VSB) (3.33)

Taking into account the M scaling factor of the current mirror output M5
and the N ratio between M6 and M7:


MIbias = Nβ7

2n (Vbias − VTO − nVptat)2

(M + 1)Ibias = β7

(
Vbias − VTO −

n

2Vptat
)
Vptat

(3.34)

the resulting biasing current is proportional to the specific current [94]:

Ibias
.= QIS7 (3.35)

Q =

 lnP
2(M + 1)

√M

N
+

√
M

N
+M + 1

2

(3.36)

Thirdly and last, Ibias is X scaled through the mirror output M8 and driven
to the active load M9 operating in strong inversion saturation as described
by Eq. (3.32). The final voltage reference is found to be:

Vref = 2n

√
QX

Y
Ut + VTO (3.37)
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It is well known that the MOSFET threshold voltage exhibits a negative
thermal coefficient (NTC) following the general model [95]:

VTO(T ) = VTO(TO)− α
(
T

TO
− 1

)
(3.38)

where α, TO and T are the thermal coefficient for the particular CMOS tech-
nology, the reference and the working temperatures, respectively. Hence,
combining the NTC behavior of VTO in Eq. (3.38) with the PTAT law
supplied by Ut in Eq. (3.37), thermal drifts in Vref can be canceled. In
particular, the design constraint for such an ideal thermal compensation is:

√
QX

Y
= 1

2n
α

Ut(TO) (3.39)

resulting in the temperature independent reference:

Vref ≡ α+ VTO(TO) (3.40)

A couple of practical considerations must be taken into account during the
design stage: P�1 for minimizing technology mismatching effects between
M1-M2; and both QM

N and QX
Y �1 to ensure strong inversion for M6, M7

and M9. As a side effect, Ibias can be reused for the current biasing of
general analog circuits, as its IS-dependence from Eq. (3.35) makes inversion
coefficient of the device operation point (e.g. moderate inversion) to be
robust against CMOS process variations.

In practice, the CMOS implementation of this circuit is shown in Fig. 3.14,
where a cascode topology is obtained adding M1’, M2’, M6’ and M9’ to
improve stability and current ratio accuracy. The biasing currents for the
circuit blocks described in previous sections are obtained copying Ibias with
M10, M11 and M12k. Finally, a start-up circuit is preventively added to
ensure bias in the desired state (M13-M20).
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Figure 3.14 CMOS implementation of the in-pixel reference volt-
age and biasing currents generator circuit based on
the proposal of Fig. 3.13.

3.6 Digital I/O Block

Since all analog references and biasing levels needed by the presented pixel
circuits are generated locally and detector signal is A/D converted already
at pixel level, the input-output communication of the whole DPS can be
kept entirely in the digital domain. This digital signaling of the proposed
pixel can be classified into control and I/O communications.

Section 2.5 has presented a high level description of the in-pixel digital
block used either as acquisition ripple-counter or as serial I/O shift-register.
Fig. 3.15 shows the CMOS implementation of each module of the reconfig-
urable I/O block of Fig. 2.11(a), where none DTG is required to be low-
leakage here, and init signal is introduced in order to reset register contents.
As a rule of thumb to reduce both power consumption and area, minimum
size transistors are recommended.

The principle of operation can be described as follows: during I/O com-
munications phase (count low and event forced to low level), T and XT
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Figure 3.15 Proposed CMOS implementation of each register bit
module (a) and signals T and XT obtaining circuits
for the LSB (b) and the MSB (c) modules.

signals are defined by clk and the daisy-chained register are configured as
shift-register for serial sample read-out and individual gain program-in. Al-
ternatively, in acquisition (count high), X and XT signals of the LSB mod-
ule are driven by event signal coming from the output of the comparator of
Fig. 3.3 (Vpdm) while for the rest of the bit modules, X and XT are given
by the output of each previous module, behaving as a ripple counter.
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Figure 3.16 Simplified scheme for the reconfigurable I/O block of
Fig. 2.11 modified with the alternative reset scheme
(a) and CMOS implementation of each reconfigurable
bit module (b).

In order to reduce pixel area occupancy, the reset circuit can be implemented
using the alternative circuit of Fig. 3.16(a). In this case, each bit module
in Fig. 3.16(b) requires 2 transistors less than the design of Fig. 3.15(a).
Since only 6 extra transistors of the AND gate are needed per pixel for
this new reset system, if the size of the reconfigurable register is 3-bit or
higher, overall area reduction is achieved. The drawback of this alternative
is that B clock cycles are needed to reset the whole I/O block as the reset
is performed by serially introducing logic ′0′s into the shift-register.





DPS Designs in 0.18µm
CMOS Technology 4

This chapter collects the architecture and circuit proposals of Chapter 2
and 3 to present practical design implementation in submicron CMOS tech-
nology. Four different DPS cells and their corresponding test chips for both
electrical and radiation validation are presented.

4.1 DPS Specifications

Having in mind the pixel requirements exposed in Section 2.1, specifications
have to be determined to focus on the concrete design of the readout CMOS
pixel. In this sense, Table 4.1 summarizes initial specifications for the DPS.

Even though the circuits of Chapter 3 have been projected and studied with
independence of the integrating technology, the target CMOS process must
be chosen carefully in order to accomplish these specifications.

Submicron technologies may help achieving compact designs. Digital blocks
of the pixel, which usually can be built using minimum size transistors, are
expected to occupy about 50% of the total pixel area. This fact, together
with a low supply voltage also benefits obtaining low power circuits. A
high number of available metal layers (5 or more) and the possibility of
using metal in metal (MiM) type capacitors are also highly recommended
to obtain compact pixel pitch.

81
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In order to reduce crosstalk between pixels, placing each CMOS DPS in
separated wells is advantageous. Therefore, a triple well technology is pre-
ferred.

Additionally, the availability of different transistor types, such as low leakage
or low voltage threshold options, can be positive for some specific circuit
blocks, as discussed in Section 3.3.

Parameter Value Comments
Pixel pitch 55µm×55µm pitch up to 100µm is acceptable
Charge resolution (Qres) 50kq to 250kq e−/h+ selectable; programmable
Charge full-scale (Qfs) 100Mq e−/h+ selectable
Readout dynamic range > 10-bits overflow detection
I/O speed 50Mbps
Integrating time 1ms to 1000ms
Crosstalk < 0.5LSB
Power consumption < 20µW avoid detector heating
Compensated dark current up to 10nA e−/h+ selectable
Vref thermal coefficient < 100ppm/oC
Bias mismatching < 10%
Reset pulses duration < 500ns
Pulses frequency up to 1×106events/s
Equivalent Noise Charge < 2ke−

Table 4.1 Initial specifications for the DPS design example.

The 0.18µm technology from UMC, available through the europractice (EP)
integrated circuit (IC) service [96], satisfies the above referred requirements.
Table 4.2 summarizes some of its main characteristics.

4.2 Pitch Downscaling

With the aim of verifying the behavior of the proposed circuits, three pixel
generations have been fully designed, both at schematic an physical layout
levels, using circuits described in Chapters 2 and 3. These designs present
100, 70 and 55 µm pitch, respectively.

For each design generation, some general guidelines are obeyed as shown in
Fig. 4.1.
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Process Name UMCL180
Critial dimension 0.18µm
Wafer diameter 8 inch
Reticle size 20mm×20mm
Triple well YES
Number of metals 6
Supply voltage 1.8V / 3.3V

Devices MOSFET regular VT +0.50V / -0.51V
MOSFET low VT (LV) +0.22V / -0.22V
Thermal coefficient (α) 225mV
Specific current (W/L) 390nA
Capacitor type MiM
Capacitor density 1fF/µm2

Resistor type HIPO
Resistor density 1kOhm/sqr
BJTs PNP
RF Varactor
Other options Zero VT

CAD MOSFET model BSIM3v3
Technology parameters process + mismatching
Cadence/Synopsys suport YES/YES

MPW Access EP regular / EP mini
Periodicity 5/3 run/year
Turnaround time 3 months
Minimum area 5mm×5mm / 1.5mm×1.5mm
Costs 0.6k to 1k EUR/mm2

Samples >45 / >20

Table 4.2 UMC 0.18µm CMOS technology characteristics.

As appreciated, each pixel is placed inside its own well and surrounded by
substrate contacts in order to assure low crosstalk. With the purpose of
forming large arrays by simple assembling of individual pixels, I/O signals
cross the whole pixel. It is important to note that power supply and ground
signals are routed both from top to bottom and from left to right thus
forming a mesh and therefore reducing losses and crosstalk through supply
rails.

For each pixel generation, two ASICs are designed and integrated for both
electrical and radiation response validation. Following sections detail infor-
mation regarding each pixel generation design and their test ICs developed.
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Figure 4.1 General floorplan of pixel physical interconnectivity
and daisy chain arrangement followed in all pixel gen-
erations.

4.2.1 100µm-pitch DPS

A first pixel generation has been designed with 100µm-pitch (DPS100).
This design, although having a size suitable for X-ray imaging applications,
is materialized with the solely purpose of demonstrating both the validity
of the proposed architecture and CMOS circuits and the possibility of inte-
grating all this pixel functionality in less than 100µm×100µm. Subsequent
pixel generations are DPS100 evolutions according to the feedback obtained
from its experimental tests results.

Fig. 4.2 shows the physical layout of DPS100 pixel and its main circuit
blocks. Apart from the circuits presented in Chapter 3, a digital control
extra circuit is added in order to minimize the I/O signals that generate
all the control signals for those circuits. Low leakage switches for the dark
current cancellation circuit and for the threshold storing capacitor are im-
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plemented as explained in Section 3.2, and no hysteresis is added to the
comparator in this case.

Dark current
cancellation

X-ray sensor
bumping pad

A/D conversion
(PDM-CTIA)

Local bias
generation

20  m

A/D conversion
(PDM-control)

A/D conversion
(filter-counter)
and digital I/O

A/D conversion
(PDM-comparator)

Gain programming
and built-in test

μ

MiM capacitors

Figure 4.2 DPS100 pixel layout and main circuit blocks. Bound-
ing box is 100µm×100µm while bumping pad diame-
ter is 20µm.

Integrated capacitors are designed to present an extracted value of Cint =
Creset/CDS = Cmem = Csamp ≈ 130fF . A 11-bit reconfigurable ripple
counter and shift register circuit, as the proposal of Fig. 2.11, is employed
as the counter/digital I/O block. Regarding the local bias generation circuit
of Fig. 3.14, this design uses large transistors, and the scaling factors are
P = 10, M = 1, N = 1/2, X = 2 and Y = 1/4. A flip-flop is also added as
an enable flag for turning on the bias circuit.
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The large area available in 100µm×100µm ease the compactness constraints.
Guard rings are often used surrounding different circuit blocks, dummy
structures are placed where convenient, and MiM capacitors do not overlap
the rest of the circuitry.

Its operation begins with an initialization cycle, starting with a stand-by
phase (SBY) where the biasing circuit of each pixel is disabled by resetting
its power flag. In consequence, each DPS cell is inoperative except for its
digital I/O functions. SBY phase is followed by a power-up stage (PWP)
where pixels can be turned on individually, using the enable flag of the bias
circuit in case they are daisy-chain arranged. Then, a no-operation cycle
(NOP), where no processing activity is requested but the pixel is biased and
ready to operate, can be optionally added. This dummy stage can be useful
for example when a waiting period is needed in order to cool the detector.

After these initial cycles, digital I/O mode (DIO stage) is started and both
serial input programming-in and output read-out are performed at the same
time to optimize transfer speed, as was introduced in Fig. 2.1(b). On one
hand, the digital sequence for programming the gain of each individual DPS
cell is introduced serially too. On the other hand, the sequence containing
the digital sample for each DPS cell is read serially. Over the first part of
this stage, input bits move through the pixels chain until each programming
code reaches the input of the corresponding pixel. Then, bits are directed
to the DAC to program Cmem of Fig. 3.8 to finally transfer the programmed
value to Cth, as explained in Section 3.3.

Finally, acquisition phase (ACQ), which is the main operation mode of the
active pixel, starts. If dark current cancellation circuit is enabled, it is
calibrated and compensated while the input sensor signal is A/D converted
asynchronously, without any analog external reference or dynamic digital
control, except when test is activated as detailed in Section 2.4. This state
together with the digital I/O stage define the basic frame cycle.

Hence, regular operation of DPS100 is SBY+PWP+NOP+ (DIO+ACQ)+
(...), although can be changed to SBY+PWP+ (NOP+DIO+ACQ)+ (...)
if some delay is needed at system level between frames, or even to SBY+
(PWP+NOP+DIO +ACQ+DIO)+ (...) in case of on-the-fly image recon-
figuration.
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4.2.2 70µm-pitch DPS

Based on the DPS100 pixel design and its experimental results obtained
from its deep characterization explained in Chapter 5, a second DPS gener-
ation is developed with 70µm-pitch (DPS70). Its physical layout is presented
in Fig. 4.3 again detailing its circuit blocks.

Dark current
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A/D conversion
(PDM-comparator)

A/D conversion
(PDM-control)

A/D conversion
(filter-counter)
and digital I/O

20  mμ

X-ray sensor
bumping padA/D conversion

(PDM-CTIA)
Local bias
generation

Gain programming,
built-in test and
MiM capacitors

Threshold storing
capacitor and low

leakage switch

Figure 4.3 DPS70 pixel layout and main circuit blocks. Bounding
box is 70µm×70µm while bumping pad diameter is
20µm.

Compared to DPS100, ADC comparator is modified as in Fig. 3.6(b) for
hysteresis addition to prevent phantom events. Also, digital control circuit
is minimized and test signals are converted to non-overlapped to avoid un-
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desired test injections. On the other hand, the integrated capacitors values
are maintained, but the 11-bit shift register is changed to cyclic in order
to split the digital I/O and the threshold programming stages. While the
scaling factors of the local bias generation circuit design are maintained,
transistors are sized down.

As seen when comparing Fig. 4.3 to Fig. 4.2, the new layout is completely
redesigned for a 50% pixel area reduction, and to incorporate all the changes
described above. Although the analog and digital circuits are again phys-
ically separated, the drastic pixel area reduction impede the use of guard
rings for internal circuit blocks and forces the use of minimum size transis-
tors for digital circuits. Another key modification is the reuse of silicon area
below MiM capacitors for circuitry integration as well.

Although many features of the operation of the DPS100 pixel are adopted,
some modifications should be noted. A dark current calibration circuit ini-
tialization phase is added prior to the calibration itself. Finally, thanks to
the fact that the shift register is also cyclic, the DIO stage is separated
from the DAC programming phase (PROG) itself, so an extra no-operation
phase (NOP) can be added just before this programming and the DAC pre-
calibration of Fig. 3.9 can be preformed, minimizing errors in the threshold
final value.

4.2.3 55µm-pitch DPS

A third generation of CMOS pixel has been designed with the purpose
of reducing the pitch to 55µm (DPS55), which is in the state-of-the-art
pixel size [58]. Equally important, this new design implement convenient
improvements derived from the results of the exhaustive characterization of
previous DPS70 design, as reported in Chapter 5.

Fig. 4.4 shows the DPS55 physical layout and its main circuit blocks. Again,
a digital circuit is added in order to simplify external I/O connectivity.
Also, the biasing circuit scaling factors and the MiM capacitor values are
maintained. Equally, a cyclic register is selected. In contrast, a modification
in this pixel design is the use of the low-leakage switch of Fig. 3.11 for the
threshold storing capacitor.
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Figure 4.4 DPS55 pixel layout and main circuit blocks. Bounding
box is 55µm×55µm. Bumping pad diameter is 20µm.

It is already clear form the compact layout of Fig. 4.3 that all DPS70 circuit
blocks can not fit in a 55µm×55µm area. The possibility of combining 4
pixels in a cluster sharing some of the circuits such as the digital control
or the biasing blocks were studied but discarded to avoid any increase of
the inter-pixel crosstalk. As an alternative solution, the main alteration
in the architecture compared to DPS70 is the removal of the dark current
cancellation circuit since the dark current can be in practice processed as a
DC signal offset as will be verified in Chapter 5. Moreover, for the smaller
area of this design, lower dark currents are expected. Consequently, the
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dynamic range of the digital counter can be increased in order to absorb the
resulting increase of signal full scale. In this case 2 bits are added, although
this value is not a requirement from actual dark current levels. This fact
also helps reducing the number of I/O signals together with simplifying the
digital control circuit.

Furthermore, in favor of reducing pixel area, aggressive layout techniques
have been employed like in DPS70 design. In particular, there is not enough
area to use guard rings surrounding individual circuit blocks and some cir-
cuitry is again located under MiM capacitors.

The operation of the DPS55 pixel is almost the same as with its DPS70
counterpart except for the fact that the dark current cancellation circuit
initialization and dark current tuning stages at the beginning of the acqui-
sition phase are obviously eliminated.

4.3 2D Modular X-Ray Imagers

A last pixel design is developed presenting 52µm-pitch (DPS52). Section 1.4
already revealed that the long term objective of this CMOS DPS proposal
is its use on truly 2D modular X-ray imagers. Despite the referred objective
is out of the scope of this work, what follows is a brief introduction to the
proposed 2D modular X-ray imager concept in order to justify the DPS52
development.

The proposed modular approach is based on the hybridization of multiple
CMOS DPS arrays (ROIC modules) with a large seamless direct conversion
detector as illustrated in Fig. 4.5(a).

Following Fig. 4.5(b), peripheral rows/columns (identified as I/O pixels) are
added to ROIC pixels array for modules interconnection. Furthermore, flip-
chip techniques require a minimum distance between modules (S) for satis-
factory hybridization, and integration technology fixes the space of CMOS
DPS array (F , L and E) to the chip cut. Therefore, in order to obtain a
seamless detector array with Pdet pitch, ROIC module pixels must reduce
their pitch to Pdps, so rerouting at detector level is needed to connect each
CMOS readout pixel with its corresponding detector pixel.
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As a result, given an optimum ROIC size M due to economical rules, the
number of pixels per ROIC module is:

Npix = M + 2E + S

Pdet
(4.1)

while the required pitch of the resulting DPS is found to be:

Pdps = M − 2(L+ F +D)
Npix

= M − 2(L+ F +D)
M + 2E + S

Pdet(< Pdet) (4.2)

If larger modules are used (higher M), larger Pdps values are obtained
(∂Pdps/∂M > 0) and thus simpler detector routing is needed.

ROIC module #1 ROIC module #2

Detector
seamless array

ROIC module

Wire-bonding

Bump-bonding
Seamless
detector
substrate

PCB

(a)

(b)

M

Figure 4.5 General concept of the hybrid 2D modular assembly
(a) and detailed cross section (b).
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Taking the practical case of UMCL180 CMOS technology (M = 5mm, E =
60µm, F = L = 10µm), the in-house IMB-CNM(CSIC) available flip-chip
technology (S ≥ 50µm) and a target pixel pitch of 55µm at detector level,
the required pitch at ROIC side is 51.6µm< Pdps < 52.2µm for 55/2µm<
D < 55µm, resulting in Npix = 94 pixels per module.

For the reason discussed above, the DPS52 pixel design has been addressed,
as shown in Fig. 4.6.

20  mμ

Local bias
generation

MiM capacitors
Threshold storing capacitor

and low leakage switch
X-ray sensor
bumping pad

A/D conversion
(PDM-CTIA)

Gain programming
and built-in test

A/D conversion
(PDM-control)

A/D conversion
(filter-counter)
and digital I/O

A/D conversion
(PDM-comparator)

Figure 4.6 DPS52 pixel layout and main circuit blocks. Bounding
box is 52µm×52µm while bumping pad diameter is
20µm.

The only DPS52 pixel architectural difference respect to the DPS55 design
is an improvement of the counter/shift-register modules, increasing their
area and forcing a reduction in the number of bits to 11. This is not a
major issue since dark current equivalent DC offset is very low for areas
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as small as 55µm×55µm. Furthermore, the individual enable flag to turn
on the bias circuits is also removed in order to save more area. As it will
be seen in Chapter 5, no crosstalk is observed between pixels, and there is
no need to turn off malfunctioning pixels. Therefore, the operation of the
DPS52 is the same as with DPS55 but without the PWP stage. Finally,
Fig. 4.7 shows all the pixel generations physical layouts for comparison.

100  m

70  m
55  m

52  mμ
μ

μ

μ

DPS100

DPS70

DPS55
DPS52

Figure 4.7 Physical comparison of all CMOS DPS designs devel-
oped in UMCL180 technology.

4.4 Pixel Test Chips

Based on the proposed CMOS pixel designs, test vehicles have been devel-
oped for each DPS generation described in Section 4.2. These integrated
circuits are designed for deep characterization of the internal pixel circuits.
In this sense, a set of experiments are included in the test chips for pixel
parameters extraction.
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4.4.1 100µm-pitch DPS Test Vehicle

Fig. 4.8 shows the test vehicle chip for the DPS100 pixel design. It includes
seven standalone pixels and a tiny array of pixels. This last experiment,
aimed to study any crosstalk, is formed by pixels that can be tested using
their built-in test mechanisms. Two alternatives for I/O test signals are
implemented to deal with the test patterns commented in Section 2.4. In
addition, the input of two particular pixels can be stimulated with a built-
in current emulator. The other seven experiments are serially connected
through the I/O interface, and aimed to extract different pixel parame-
ters/characteristics as listed below:

DPS100#1 DPS100#2 DPS100#3

DPS100#4

DPS100#5DPS100#6DPS100#7

DPS100
tiny array

Figure 4.8 Microscope photography of the test chip integrated
in UMCL180 technology for the exhaustive electrical
characterization of the DPS100 pixel. Bounding box
is 1.5mm×1.5mm.

Experiment DPS100#1. This standalone pixel is the first of the chain
and is devoted to study CMOS DPS regular behavior using the built-
in test capability by observing its digital output at the end of the
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pixels chain. Therefore it requires no extra circuitry.

Experiment DPS100#2. This second pixel is also included to character-
ize the regular behavior of the CMOS DPS either using the built-in
test capability or an external DC current stimulus (or both). In this
case, a current emulator is added to supply an input current to the
readout pixel.

Experiment DPS100#3. The third arrangement is focused on the char-
acterization of the locally generated reference voltage and bias current
(Vref and Ibias in Fig. 3.14). Furthermore, biasing levels can be exter-
nally forced to test pixel behavior under different operating conditions
for its internal circuits.

Experiment DPS100#4. As in the previous experiment, one can access
Vref and Ibias of this pixel. In this case, external input stimulation is
also available using sensor emulator.

Experiment DPS100#5. The output of the CTIA (Vint in Fig. 2.6) of
this pixel is buffered through a source follower stage with the aim
of characterizing the in-pixel dark current cancellation, the charge
integration and the built-in test circuit blocks.

Experiment DPS100#6. Like in the preceding experiment, Vint can be
also studied. Moreover, this circuit includes direct external stimula-
tion to further characterize the PDM CTIA stage of the in-pixel ADC.

Experiment DPS100#7. In this last case, Vint can be externally ac-
cessed as an input to bypass the PDM CTIA stage and characterize
the in-pixel ADC quantizer.

Sensor emulators for the above experiments are simply made of large and
long NMOS devices, which can be externally controlled and monitored to
deliver both DC and dynamic input currents to the corresponding DPS cell.

4.4.2 70µm-pitch DPS Test Vehicle

Regarding DPS70 pixel validation, the corresponding test chip has been
also integrated as shown in Fig. 4.9. In this case, it is comprised of four
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experiments with their digital I/O linked in series plus a small array as in
the preceding test vehicle chip.

DPS70#1 DPS70#2

DPS70#3DPS70#4

DPS70
tiny array

Figure 4.9 Microscope photography of the test chip integrated
in UMCL180 technology for the exhaustive electrical
characterization of the DPS70 pixel. Bounding box is
1.5mm×1.5mm.

Experiment DPS70#1. This first pixel of the chain, without any extra
circuit, is included for the characterization of this new pixel version
using the built-in test capability and observing its digital lecture at
the output of the pixels chain.

Experiment DPS70#2. External access to Vref , Ibias, Vint and the com-
parator output (Vpdm in Fig. 2.6) of this pixel allows a deep character-
ization of all its internal circuits. The biasing levels can be externally
forced and Vint and Vpdm are output buffered using a source follower
stage and a digital buffer, respectively.

Experiment DPS70#3. The third experiment is a copy of the previous
one but using a 10-bit programmable current source as a sensor emula-
tor, and a dedicated analog buffer specially designed to output signals
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with waveforms as Vint in Fig. 2.7(b). This last circuit is used instead
of the source follower stage of the previous experiment to overcome
its dynamic range and bandwidth limitations..

Experiment DPS70#4. The last pixel in the chain is included for di-
rectly injecting an external signal at the input of its comparator and
extract its output through a digital buffer. The digital output of the
register/counter chain is also buffered to an external pin.

4.4.3 55µm-pitch DPS Test Vehicle

The test vehicle for DPS55 pixels is presented in Fig. 4.10 and it is comprised
of seven experiments again linked in series together with a tiny array of
pixels.

DPS55#1 DPS55#2 DPS55#3

DPS55#4

DPS55#5DPS55#6DPS55#7

DPS55
tiny array

Figure 4.10 Microscope photography of the test chip integrated
in UMCL180 technology for the exhaustive electrical
characterization of the DPS55 pixel. Bounding box is
1.5mm×1.5mm.
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Experiment DPS55#1. The digital lecture of this pixel can be used
to study the pixel behavior under external input stimulus, using an
NMOS transistor as a sensor emulator, and/or under charge test in-
jections using the built-in test circuitry.

Experiment DPS55#2. Threshold value of this standalone pixel (Vref −
Vth labeled node in Fig. 2.6) is extracted using an output analog
buffer for the characterization of the in-pixel DAC and the low-leakage
switch.

Experiment DPS55#3. For the characterization of the reference voltage
and biasing current (Vref and Ibias in Fig. 3.14), these parameters are
extracted. They can also be externally forced to study the behavior
of the pixel under different operating conditions.

Experiment DPS55#4. In this case, a current DAC is included to supply
the input current stimulus. Also, input and output of the comparator
are extracted using analog and digital output buffers respectively.

Experiment DPS55#5. For a full characterization of all the internal cir-
cuits of the pixel, this experiment includes a sensor emulator transistor
and its Vint, Vref , Ibias and Vpdm (from Fig. 2.6) are extracted.

Experiment DPS55#6. The comparator input of this pixel can be ex-
ternally supplied and its output is digitally buffered in order to char-
acterize the comparator stage.

Experiment DPS55#7. This pixel is added in order to study pixel power
consumption. For this purpose, it has its own power supply pin but
no extra circuitry.

4.5 Array Test Chips

Previous section has presented the custom ASICs developed for deep electri-
cal characterization of the proposed CMOS pixel designs. In order to eval-
uate the behavior of these circuits under real radiation, small pixel arrays
have been also developed for their hybridization with direct X-ray detectors.
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Unlike pixel test chips, array test chips for each pixel generation include a
matrix of as much pixels as can fit in the 1.5mm×1.5mm UMCL180 miniasic
area taking into account that some room must be saved for the I/O padring.

In all cases, the array is formed by daisy chained pixels forming a chess-
board test pattern, as in Fig. 2.10, by combining two splitted test signals.
Therefore, only one serial data input and one serial data output are required.

Fig. 4.11 shows microscope photographs of the resulting chips while Ta-
ble 4.3 lists their array properties. As seen, all fabricated ICs present the
same pinout configuration in order to be able to reuse the same test setup
for each pixel generation.

Array size Array area
DPS100 11×14 1.10mm×1.40mm
DPS70 16×16 1.12mm×1.12mm
DPS55 20×24 1.10mm×1.32mm

Table 4.3 Developed array properties for each pixel generation.

These pixel arrays can also be used to study the effect of CMOS design for
manufacturing (DFM) metal filling on the X-ray image. In this sense, four
different dummy patterns can be easily identified for each quadrant of the
array of Fig. 4.11(c)

Concerning DPS52 design, since the only changes respect to DPS55 are
related to digital communications and the layout, only the array test chip
has been integrated. Considering that the scope of this work is the advanced
CMOS design of DPS circuits for hybrid direct X-ray imagers, leaving ROIC
modularity deep study for future studies, and in order to reuse most of the
radiation test setup for the DPS55 pixels array, the integrated chip consists
on a CMOS array of DPS52 pixels spaced out 55µm.
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(a)

(b)

(c)

Figure 4.11 Microscope photographs of the DPS100 (a), DPS70
(b) and DPS55 (c) array test chips integrated in
UMCL180. Bounding boxes are 1.5mm×1.5mm.
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As explained in the preceding chapter, pixel designs are validated exper-
imentally through two different types of test. First, the pixel test chips
of Section 4.4 are used for characterization at electrical level. Second, ar-
ray test ICs are hybridized with pixelated Si detectors and measured under
X-ray radiation. Following sections describe the corresponding lab setups
developed for these experimental tests. In this sense, obtained performance
for all the three DPS generations are reported. Finally, the results of these
characterizations are compared to the state-of-the-art already reviewed in
Section 1.3.

5.1 Custom Si-Based X-Ray Detector Arrays

Regarding tests under radiation, results are extracted by illuminating a
detector with an X-ray beam and acquiring information through the ROIC
flip-chip hybridized to that.

Here, this ROIC corresponds to the arrays presented in Section 4.5, while the
detector consists on a direct conversion semiconductor detector as reviewed
in Section 1.2.3.

Based on the low-cost 2.5µm 1P1M CMOS technology available at the
IMB-CNM(CSIC) clean room for micro and nano fabrication, the direct
conversion semiconductor detectors have been designed and developed in
the own institute using 4-inch diameter and 300µm-thickness N-type wafers.

101
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As illustrated in Fig. 1.8, these detectors are suitable for X-rays particles
with energies under 20keV. Although CdTe based detectors exhibit higher
efficiencies when compared to their Si counterparts, the latter are used due
to both economical and technology advantages.

Starting from N-type substrate, pixelated detectors are defined at back side
with P-type implants to obtain p-n junctions which can collect holes under
reverse bias. Each pixel includes also a pad where bumps for ROIC connec-
tion are grown. At substrate periphery, wire-bonding pads are included for
external connectivity while the whole array of pixels at this detector level
is surrounded by a guard ring, with its own wire-bonding pads. Regarding
detector front side, it is fully metalized to apply the high-voltage bias.

Fig. 5.1 shows microscope photographs of the detector arrays designed for
each CMOS pixel generation. As pointed in Section 4.5, the external con-
nectivity is maintained in each design to reuse similar laboratory setups. In
the same figure, some more detailed images of the connecting bumps are
included. Bump growing step is carried out at Fraunhofer IZM [97], which
offers an electroless bumping process of SnPb. Since the initial bumping
pad is Al-based, a Ni-Au alloy is deposited on pads to make solderable
bonding possible [98]. This process of under bump metalization (UBM), is
previously done at in-house IMB-CNM(CSIC) facilities.

As pointed in Section 4.2, bump pads present 20µm-diameter for all the
three design generations, which means that in the detector pixels array of
Fig. 5.1(c), bumps are quite close to each other. However, the high repeata-
bility of these technologies assures a good yield of the complete process.

The measured reverse saturation current of the p-n junctions at room tem-
perature is around 5nA/cm2. This value means dark current levels in the
range of hundreds of fA per pixel for the proposed pitches. On the other
hand, the detector is fully depleted at reverse polarizations of few tens of
volts, and presents breakdown voltages around 500V of reverse bias.
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(a)

(b)

(c)

100  mμ

Figure 5.1 Microscope photographs of backsides of Si-based pix-
elated X-ray detectors with grown bumps to be hy-
bridized with DPS100 (a), DPS70 (b) and DPS55/52
(c) CMOS ROICs of Fig. 4.11.
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5.2 Hybrid Packaging and Lab Setup

Electrical tests are performed on pixel test chips of Section 4.4 and using
instrumentation available at IMB-CNM(CSIC) laboratories. To interface
these test vehicles, IC dies are encapsulated in 48-pin dual in-line (DIL)
ceramic packages. For each DPS generation, printed circuit boards (PCBs),
including zero insertion force socket for the packaged chips and all extra
needed interface circuitry, are designed and fabricated at institute facilities
in order to link test vehicles to lab instrumentation.

A more challenging setup is required for radiation tests. First, complete
X-ray imagers are obtained hybridizing CMOS pixel arrays of Fig. 4.11
with Si-based detector pixel arrays of Fig. 5.1. This step is also done at
IMB-CNM(CSIC) using flip-chip techniques [98]. Second, a custom PCB as
global chip carrier is designed and fabricated. Fig. 5.2 depicts the full X-
ray hybrid imager scheme. Since the wire-bonding pads and the ROIC are
only accessible through detector back side, the custom PCB must contain
a radiation window to allow the illumination of detector front side. On the
other hand, detector substrate is glued to a PCB pad surrounding radiation
window using thermal and electrical conductive adhesive in order to supply
the required high-voltage biasing. Moreover, this pad and the wire bonding
pads are gold coated to assure low resistivity contacts. Finally, both X-ray
sensor and wire-bonds are protected with glob-top. The same Fig. 5.2 shows
a photograph of the hybridized detector and ROIC once wire-bonded to the
custom PCB and before glob-top coating.

To complete the setup for radiation tests, the X-ray imager is connected to
a field programmable gate array (FPGA) based PCB which in turn commu-
nicates with a personal computer (PC) using an on-board universal serial
bus (USB) interface controller module. The FPGA PCB is in charge of
generating the control signals chronogram required for the DPS array oper-
ation, and receiving the digital lectures obtained in each image acquisition.
It is based on a low cost Cyclone FPGA from Altera [99]. The hardware
design is schematized in Fig. 5.3, including the chronogram signals gener-
ator, the finite state machine with all the operation stages and its control,
registers for this control parameters and two first-in first-out (FIFO) data
buffers for individual pixel programming codes and for pixel read-out.
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Figure 5.2 Cross-section scheme (left) and photograph (right) of
the X-ray hybrid imager after flip-chip wire-bonding
to the windowed PCB.
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Figure 5.3 Simplified scheme of the FPGA-based interface for the
radiation tests of X-ray hybrid imagers.
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The last stage of the complete lab setup consists on an application running
in standard PC. Apart from being the user interface, this custom software
sets the configuration parameters of the chronogram operation, such as the
execution mode, the individual programming codes for each pixel of the
array and the chronogram phases duration. Moreover, it collects and saves
the output lectures of the array, and it is able to perform post-processing
equalization and read previously saved images. A screenshot example of the
resulting human machine interface (HMI), which is fully developed in C++
general purpose programming language, is presented in Fig. 5.4.

Figure 5.4 Screenshot of the custom HMI developed for the radi-
ation tests of X-ray hybrid imagers.
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5.3 Electrical Tests

Standalone DPS cells of test chips described in Section 4.4 are intended
for individual pixel blocks verification through electrical measurements at
room-temperature. Obtained results from the characterization of all three
generation pixel designs are summarized in Table 5.1. Regarding DPS52
design of Section 4.3, the experimental electrical results correspond to those
of DPS55 design only updating the output dynamic range to 10 bit and
silicon area to 52 × 52 µm2. Furthermore, taking advantage of the extra
circuitry added to these test chips, the expected behavior of the main signal
waveforms can be verified.

Parameter DPS100 DPS70 DPS55
Silicon area 100 × 100 µm2 70 × 70 µm2 55 × 55 µm2

Supply voltage 1.8 V
Reference voltage (Vref ) 700 mV 815 mV 830 mV
Biasing current (Ibias) 270 nA 550 nA 620 nA
Bias mismatching (±σ) < 10% < 15% < 15%
Static power consumption < 10 µW
Integrating capacitor ≈ 100 fF
Output dynamic range 10 bit 10 bit 12 bit
Integration time 10 to 1000 ms
Input full scale > 10 nA
Reset pulse width (Tres) 0.5 µs
Threshold programming word 11 bit 11 bit 13 bit
Conversion gain 1/250 to 1/25 LSB/ke−
Digital I/O speed > 50 Mbps
Max. PDM frequency 500 kHz 600 kHz 900 kHz
Inter-pixel crosstalk < 0.5 LSB
Dark current range 0.01 to 20 nA 0.01 to 20 nA NA
Compensated dark current 95 % 95 % NA
Equivalent noise charge < 2 ke−rms

Table 5.1 Comparison of CMOS DPS parameters for the three
design generations developed in this work.

The measured low-power consumption helps obtaining a good performance
of the system at room-temperature since it does not cause relevant heating
of the X-ray detector itself, which would otherwise degrade its behavior
especially regarding its dark current.
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The tiny arrays of pixels included in the pixel test chips are used to study
inter-pixel crosstalk, since single pixels can be stimulated at full-scale input
while their neighboring pixels receive no input signal. Thanks to the local
references generation and digital-only communications between pixels, no
crosstalk effects have been observed even working at low threshold levels,
leading to an improvement of the sharpness and contrast of X-ray imagers.

The robustness of the proposed pixel designs and layout implementations
is verified from the low mismatching of both Vref and Ibias obtained from
measurements on all fabricated samples. As manifested in Fig. 5.5 and
Fig. 5.6, it has been proved that the bias generation circuit of Fig. 3.14 can
work at supply voltages as low as 1.1V. According to Pelgrom Law [100],
mismatching deviations are inversely proportional to the square root of the
MOS transistor area, so the reduction of transistor length and width from
DPS100 to DPS70 and DPS55 designs, doubles mismatch effects. Therefore,
the large disparity observed in Ibias values for the three design generations
is basically caused by the scaling down of transistor sizes and the repercus-
sion of the traced layout, which magnify the mismatching and second order
effects in parameters such as the current factor β considered in Section 3.5.

V
re

f [
m

V
]

Supply voltage [V]
0

100

200

300

400

500

600

700

800

900

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

DPS100
DPS55
DPS70

Figure 5.5 Experimental voltage supply sensitivity of the in-pixel
reference voltage for the three DPS generations.
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Figure 5.6 Experimental voltage supply sensitivity of the in-pixel
bias reference for the three DPS generations.

Regarding the temperature compensation of the in-pixel generated Vref ,
sensitivities under 120ppm/oC are obtained in Fig. 5.7 despite the risk of
mismatching effects on the compensation constraint of Eq. (3.39).
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Figure 5.7 Experimental thermal sensitivity of in-pixel reference
voltage extracted from several samples of DPS100 and
DPS70 designs (DPS55 design is similar).
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The analog input circuit of the proposed DPS architecture does not saturate
for input DC currents up to 10nA or higher, depending on the programmed
conversion gain. The novel lossless charge integration circuit (Section 2.2)
does not block the input signal integration during reset time. This strongly
improves the linearity at high radiation fluxes as demonstrated in Figs. 5.8
and 5.9, where the frequency of the PDM output pulses presents a notorious
linear response following the fPDM behavior of Eq. (2.2), even for frequency
values close to 1/Tres, up to 1×106events/s. Since in charge-integration pix-
els each event corresponds to several photons, and the maximum count rates
of photon-counting pixels is usually around 1MHz (1×106 photons/second)
[71], it is clear that this proposal extends the dynamic range to photon
fluxes that cause the pile-up effect on photon-counting pixels. This feature
reduces the brightness distortion from the X-ray imaging point of view. The
high linearity through all input signal range, combined with practical inte-
gration times reported in Table 5.1, make the proposed DPS suitable for a
wide range of applications, from synchrotron equipments using high photon
fluxes, to medical imaging requiring lower fluxes.
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Figure 5.8 Experimental PDM transfer function of the in-pixel
ADC measured in DPS100 and DPS70 pixel genera-
tions. In the case of DPS70, data for two different
gain programming levels is shown. Results are ob-
tained using a DC input current to standalone pixel
experiments of Fig. 4.8 and Fig. 4.9.
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Figure 5.9 Experimental PDM transfer function of the in-pixel
ADC measured in the DPS55 pixel design for two dif-
ferent gain programming levels. The red dashed line
represents the transfer function using classic charge
integration for Tres = 0.5µs. The classic schemes co-
efficient of determination (R2 ≈ 0.95) is clearly im-
proved. Results are obtained using DC current as in-
put to standalone pixel experiments of Fig. 4.10.

The conversion gain can be digitally programmed using the full range of
digital codes supported by the pixel digital I/O interface. In this sense,
the weight of a single count, also known as LSB, can be programmed from
25ke− to 250ke−. Since the MSB of the counter is reserved as an overflow
flag, the digital output dynamic range is given by the remaining bits of the
ripple-counter, leading to a full scale charge above 250Me−. On the other
hand, the ENC is calculated using:

ENC = 1
q
Cint

√∫ ∞
1/Tacq

V 2
n_CTIA−outdf (5.1)
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which is under 2ke−rms for a practical lower integration limit (Tacq ≤ 1s).
That is a reasonable value for a charge-integration system, which uses higher
integrating capacitors when compared to their photon-counting counter-
parts. Furthermore, since it is much lower than the minimum LSB, it is not
the limiting factor of the output dynamic range.

Concerning the compensation of FPN through the tunable gain of the in-
pixel ADC, Vth in Eq. (2.2), Fig. 5.10 demonstrates the proper behavior
described in Section 3.3 regarding the in-pixel DAC circuit and its precal-
ibration procedure. Since programmability range extends over more than
one decade, this feature is useful not only for practical FPN compensation
but also brings flexibility to the system, allowing image preprocessing and
adjustment of imager sensitivity to each particular X-ray application, de-
tector type and image ROI. Results extracted from experiments on the
DPS100 designs, where the precalibration procedure is not applicable, are
not available since their pixel test chips do not include circuitry to directly
obtain the programmed Vth value.
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Dark current cancellation can be tested on DPS100 and DPS70 pixel designs.
Fig. 5.11 depicts an example of the remaining current after compensating an
equivalent dark current DC input in DPS70 pixels using the circuit described
in Section 3.2.
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Figure 5.11 Experimental remaining current after dark current
compensation for DPS70 pixel generation. Over 95%
of the input dark current is canceled.

All the above experimental results are extracted after configuring the CMOS
DPS cells for holes collection. Anyway, the tested behavior when collecting
electrons is completely analogous.

5.4 X-Ray Tests

After hybridizing the ROICs of Fig. 4.11 with the detectors of Fig. 5.1 and
using the setup described in Section 5.2, experimental results of tests under
real radiation of the resulting X-ray imagers have been obtained.
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For these experiments, more complex lab setups are needed compared to
the previous tests of Section 5.3, since they require X-ray sources and high-
voltage bisaing of detectors. Moreover, due to the small area of the arrays,
standard evaluation methods to extract some of the FOMs, for example
using commercial phantoms, are not applicable here.

All experimental data reported in this section corresponds to uncooled op-
eration tests executed not only on DPS55 (or its analogous DPS52) but also
on DPS70, since the latter incorporates features not included on the former,
like the dark current cancellation circuit. As explained in Section 4.2.1, the
initial 100µm-pitch pixel design example was developed mainly as a proof
of concept of the proposed CMOS circuits, which are actually improved in
subsequent pixel generations. Therefore, radiation tests results for DPS100
are not included here since they do not provide any significant extra infor-
mation.

In this work test environment, radiation is produced through an X-ray tube
with Tungsten anode, unfiltered output and with applied voltage (Vtube)
and current intensity (Itube). The former is associated with the maximum
photon energy while the latter is directly related with the number of emitted
photons. Fig. 5.12 shows the spectrum of a typical X-ray tube with Tungsten
anode. Since in this case Vtube ≤ 50kV, only the characteristic peaks at
about 10keV are present, while high energy photons of the characteristic
peaks around 60keV and 70keV are not generated.
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Figure 5.12 Unfiltered spectrum of a typical X-ray tube with
Tungsten anode [101].
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X-ray detectors of Fig. 5.1 are fully depleted at biasing voltage (Vcom) values
as low as tens of volt. Unless otherwise stated, the nominal bias level is set
at Vcom = 80V. As already argued in Section 1.2.3,biasing of the guard ring
surrounding detector array is also mandatory. If guard ring is disabled,
outer pixels of the focal plane array (FPA) tend to collect a large amount
of charge from the surrounding area of substrate detector.

Regarding dark current cancellation, which is usually performed before each
acquisition, Fig. 5.13 shows comparative reading histograms for the DPS70
16×16 pixel array under the same test conditions but enabling or disabling
dark current cancellation pixel circuits. The long acquisition time of these
captures causes a wide distribution for the digital readings when dark cur-
rent is not compensated. Furthermore, it demonstrates the validity of the
circuit proposal since cancellation is maintained throughout the whole ac-
quisition time, while the distributions mean verifies that about a 95% of that
current is compensated. Moreover, the in-pixel gain programming circuit
can also help in narrowing even more the final histogram.
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Figure 5.13 Experimental distribution of all pixel readings for the
DPS70 16×16 pixel array under no X-ray illumination
with and without in-pixel dark current cancellation.
Detector is biased at Vcom = 50V and large integra-
tion times are used (Tacq = 3s) without equalization
(qdac = 1000LSB for all pixels).
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The behavior of the proposed X-ray sensors with photon flux is studied
through the analysis of flat radiation images. Unless otherwise stated, the
X-ray tube voltage and its current are set at their maximum values of Vtube =
50kV and Itube=1000mA for all the following tests.

Fig. 5.14 reports digital outputs obtained for flat images captured with the
DPS52 pixel array under several X-ray tube intensities. As it can be seen,
the expected linear behavior with the number of incident photons is clearly
obtained.
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Figure 5.14 Experimental DPS52 digital output versus X-ray tube
intensity for Tacq=1000ms and qdac=2047LSB. Ob-
tained coefficient of determination is R2 = 0.9996.

The linear response to the number of photons is further verified in Fig. 5.15
by changing acquisition time as well. The low non-linearity demonstrates
here the validity of the low leakage switch proposed in Fig. 3.11 to maintain
the threshold programmed value during large integration times.

These results also proof that the proposed DPS can target several X-ray
imaging applications, since good performance is maintained through wide
ranges of acquisition times and radiation intensities.
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Figure 5.15 Experimental DPS52 digital output versus acquisition
time for qdac=1024LSB. Obtained coefficient of deter-
mination is R2 = 0.9999.

Focusing on single pixel response, Fig. 5.16 demonstrates that high repeata-
bility in pixel measurements is obtained. From the same results it is clear
that dark current can be considered as DC input since dark current low
variations (< 3%) are obtained in repeated acquisitions. Dark current val-
ues extracted from Eq. (2.2) are around 3pA per 70µm×70µm pixel area,
and they are mostly independent from detector biasing for Vcom ≥ 20V.

The same behavior is obviously observed in DPS52 pixels results of Fig. 5.17.
In this case, the extracted dark current value is around 2pA per 55µm×55µm
pixel detector area, which is consistent with the measurements on DPS70
counterparts. These current values are higher than the theoretically ex-
pected but still manageable without problem by the proposed pixel circuits.

The repeatability of single pixel readings under constant X-ray illumination
is shown in Fig. 5.18 and Fig. 5.19 for DPS70 and DPS52, respectively.
Deviations are under 3% in all cases.
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Figure 5.16 Experimental digital outputs distribution of a DPS70
pixel for 100 different dark current acquisitions.
Vcom = 50V, Tacq = 1625ms and qdac = 2047LSB.
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Figure 5.17 Experimental digital outputs distribution of a DPS52
pixel for 100 different dark current acquisitions.
Vcom = 80V, Tacq = 1000ms and qdac = 2047LSB.
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Figure 5.18 Experimental digital outputs distribution of a DPS70
pixel for 100 different radiation acquisitions.
Vcom = 80V, Tacq = 325ms and qdac = 2047LSB.
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Figure 5.19 Experimental digital outputs distribution of a DPS52
pixel for 24 different radiation acquisitions.
Vcom = 80V, Tacq = 1000ms and qdac = 2047LSB.
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Deviations in single pixel readings as shown in Fig. 5.16, 5.17, 5.18 and
5.19, yet small, are mainly caused by electronic noise, detector inhomo-
geneities and X-ray photons flux non-uniformity. Hence, they can be mini-
mized reducing these three disturbances.

On the other hand, reading deviations in a flat illuminated pixel array, such
as in Fig. 5.13, are originated not only from those three disturbances but also
from inter-pixel mismatch. In practice, this unwanted behavior degrades
SNR and contrast, resulting in a reduction of X-ray image sharpness. The
distributions asymmetry is caused by the peripheral pixels of the array,
which receive slightly more charge than the others despite the guard ring.
The capability to reduce this and other mismatch effects is the main reason
to introduce an individual gain programming circuit inside each pixel, which
in turn brings flexibility to the system. Gain programmability capabilities
of the PDM stage proposed in Fig. 2.8 is shown in Fig. 5.20 for the DPS52
array case, where average digital output for flat irradiated acquisitions is
reported by modifying only the programming digital word qdac. As proved
with the experiment of Fig. 5.10, the programmability range is adequate
both for practical FPN compensation and for adapting the system to the
practical requirements of a wide range of applications.
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Figure 5.20 Experimental digital output versus gain programming
of a DPS52 pixel for Tacq=400ms.
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FPN compensation feature can be also verified in Fig. 5.21, where the dis-
tribution of digital outputs for all pixels of the DPS52 array under flat
radiation acquisition are shown before and after in-pixel equalization. This
in-situ compensation is obtained after adapting each individual pixel thresh-
old over few calibration iterations. As the number of iterations grows, more
uniform digital images are obtained. The presented example corresponds to
a case with only 10 calibration cycles of individual pixel gain reprogramma-
bility. It is worth to note that even though the low number of iterations, a
significant reduction of deviation in the measured digital output is achieved.
The tail to high digital outputs of the equalized distribution of Fig. 5.21 oc-
curs because the high initial qdac code can not be incremented enough to
further decrease the obtained digital output in some cases.
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Figure 5.21 Experimental distribution of all DPS52 20 × 24 pixel
array under flat radiation before and after in-pixel
threshold equalization. Initial qdac = 1000LSB is
adapted for equalization in the course of 10 iterated
captures (Tacq=400ms).

To further reduce image sharpness, and thanks to the high repeatability of
pixel readings, a post-processing equalization, based on a flat-field correc-
tion, can be executed from the average dark current and non-attenuated
radiation measurements of each pixel to merge all pixels responses to radi-
ation. The more the measurements used to obtain these average measure-
ments, the higher the reduction of residual statistic errors.
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Fig. 5.22 shows the digital output distribution of the DPS52 pixel array from
flat radiation captures before and after applying this post-processing equal-
ization method. Final deviation on the digital outputs is clearly reduced,
thus improving the resulting SNR.
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Figure 5.22 Experimental distribution of the DPS52 pixel array
digital output under flat non-attenuated radiation be-
fore (red) and after (black) post-processing equaliza-
tion. Distributions attenuating X-ray radiation with
a 0.4mm thick Al sheet are additionally presented be-
fore (blue) and after (green) equalization. In both
cases, Tacq=1000ms and qdac = 2047LSB.

A widely used method to obtain X-ray imagers SNR is based on the anal-
ysis of distributions of pixel array readings under flat illumination [102].
This method consists in extracting the SNR from the mean value of the
read-out distribution (n̄) and its standard deviation (σ) as: SNR = n̄/σ.
Obtained SNR values with this method are included in Fig. 5.22. The
charge-integrating nature of the proposed CMOS DPSs does not allow a di-
rect calculation of the imager SNR theoretical limit, which depends on the
radiation dose and it is already given by the Poisson statistics of the pho-
tons absorption in the detector as explained in Section 1.2.2. In a photon-
counting sensor, this limit is given by the square root of the counted photons.
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In this case, for the non-attenuated radiation capture of Fig. 5.22 and as-
suming an average energy for the incoming X-ray photons of 10keV, the
average e−/h+ pairs generated per photon in a Si detector, which have an
ionization energy of 3.63eV according to Section 1.2.3, is 2750. This means
that given Vth = 0.40V and Cint = 100fF, each charge integration LSB
corresponds to about 90 X-ray photons, leading to a SNR limit of 276 for
this particular case. Therefore, the obtained SNR from the array lectures
distribution corresponds to about 80% of this calculated theoretical limit.

Regarding the response to attenuated radiation, although standard phan-
toms are not practical in this case to extract typical contrast values, several
materials and thickness values have been used to mitigate the incoming X-
ray flux in Fig. 5.23. Again, the exponential behavior of the Lambert-Beer
law referred to X-ray absorption can be observed, meaning that ROIC pix-
els do not degrade image contrast. Some pixel reading distributions for the
radiation attenuated using kapton polyimide film and Al are mapped in
Fig. 5.24.
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Figure 5.23 Experimental DPS52 pixel digital output obtained un-
der radiation attenuation with several materials and
thickness values for Tacq=400ms and qdac=1024LSB.



124 CHAPTER 5. EXPERIMENTAL RESULTS

N
um

be
r 

of
 p

ix
el

s

160

140

120

100

80

60

40

20

0

Digital output [LSB]
100 200 300 400 500 600

180

200

700 800 9000

No attenuation

0.5mm kapton

50  m Al

1mm kapton

200  m Al

100  m Al

Figure 5.24 Experimental equalized distributions from DPS52
pixel array readings under flat non-attenuated radi-
ation (black), and attenuation with 0.5mm and 1mm
thickness of kapton (blue) and with 50µm, 100µm and
200µm thickness of Al (red). In all cases, Tacq=400ms
and qdac=1024LSB.

As explained in Section 1.2.2, MTF can be measured in practice by imaging
a precision edge slightly tilted to the pixels column or row. Fig. 5.25 shows
the MTF values obtained with DPS52 pixel array compared to Timepix [103]
chip, used by commercial product XRI-UNO [104], operating in counting
mode, hybridized with a 300µm-thick Si detector and using the same slanted
edge MTF extraction algorithm [105]. This algorithm performs systemMTF
calculations up to twice the Nyquist frequency over slanted edge images.
Due to the small size of the test array of this work, a single image has
been replicated to obtain the minimum needed area by the algorithm for
computation. As seen in Fig. 5.25, results from this work and Timepix pixels
are comparable, since both pixels exhibit the same detector pitch (55µm)
and MTF is extracted in both cases using the same algorithm on almost
identical images.
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Figure 5.25 Experimental MTF from DPS52 pixel array compared
to Timepix [103]. In both cases, the slanted edge MTF
extraction algorithm described in Section 1.2.2 is used.

Despite the FPA area of the integrated arrays is quite small (typ. around
1mm2) Fig. 5.26 shows a composition of few single shots from DPS52 pixel
array to obtain a larger image (about 7.040mm length) of an encapsulated
chip, where pads inside packaging and even internal wire-bonds (typ. 25µm
in diameter) are visible. Some other qualitative example single small equal-
ized images are supplied in the same figure. As easily noticed in the provided
images, one pixel presents a non-working behavior probably due to a defec-
tive bump bonding connection, since it does not block in practice the daisy
chain communications scheme of Fig. 2.1. Moreover, this non-operable ac-
tive pixel does not affect the neighboring pixels thanks to the low crosstalk
architecture proposal at imager level.
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Figure 5.26 Experimental composition of several single equalized
shots to obtain an equivalent larger area image of an
encapsulated chip (a), and small single images of the
profile of a small screw (b), metal wires covered with
plastic (c), small region of a flat cable (d), part of an
ant (e), a low contrast leaf (f) where the stem can be
distinguished, and a bug wing (g) where considerably
small and low contrast veins can be distinguished. For
all cases, Tacq=400ms.

Finally, the test setup of Fig. 5.2 has also been mounted in ALBA syn-
chrotron facility [106]. Taking advantage of the microfocus capabilities of
this infrastructure, a 15µm×15µm monochromatic beam of 10keV X-ray
photons is pointed to the DPS52 pixel array. Fig. 5.27 shows a section of
the captured images, at room temperature and without any calibration, for
four XY positions of this X-ray beam. For all these experiments, the initial
beam intensity was attenuated using 0.35mm-thick Al film.
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As appreciated in the figure, no crosstalk is observed. Moreover, these mea-
surements confirm that the proposed DPS is suitable for high photon fluxes
applications, since the DPS response is not saturated despite synchrotron
beam intensity is much higher (typ. 30 times) than the X-ray tube used in
previous experiments.

No radiation hardening of the CMOS ROIC designs has been observed nei-
ther during X-ray tube experiments nor during synchrotron measurements.
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Figure 5.27 Experimental images captured from DPS52 pixel ar-
ray with 50µm-pitch, by moving a 15µm×15µm fo-
cused X-ray beam through X axis direction in 20µm
steps. For all cases, Tacq=17ms and qdac=2047.

All the above results have been obtained with the developed ROICs hy-
bridized to a 300µm-thick Si detectors. One of the advantages of hybrid
technologies is that different detector materials can be used with the same
CMOS read-out chip. Since CdTe detectors offer higher absorption effi-
ciency compared with their Si counterparts, as explained in Section 1.2.3,
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the use of this material allows a reduction either of the acquisition time
or the X-ray tube intensity, but still maintaining the performance of the
ROIC as the latter can operate at event frequencies much higher than the
observed in the presented tests. This condition can be critical in certain
applications where low radiation doses are required, such as in X-ray med-
ical imaging. On the other hand, the biphasic current sensing capability
of the proposed DPS designs also allows the use of CdTe detectors, which
work collecting electrons as explained in Section 2.1. A similar analysis can
be made when considering different X-ray tubes. Pixel linearity at high
radiation doses assures good performance in applications requiring high en-
ergy photon radiation. In those cases, where each photon generates more
charge in the direct conversion detector, the charge integrating nature and
the lossless read-out method prevent charge losses and pile-up effects of
photon-counting.

5.5 Comparison with State-of-the-Art X-Ray Pixels

In order to evaluate the results of the proposed pixel architecture and CMOS
circuits, Table 1.3 summarizes the comparison of DPS52 generation respect
to the state-of-the-art X-ray pixels introduced in Section 1.3. However,
comparing the proposed designs with the state-of-the-art is not an easy
essay.

First, since hybrid technologies allow the use of several detector technologies,
ROICs can only be compared when hybridized to identical detectors and
under the same radiation sources. Moreover, the small size of the integrated
arrays in this work does not allow to perform the standard experiments
usually reported in literature.

Second, pixel read-out method also imposes limitations in state-of-the-art
comparisons. On one hand, charge integrating pixels usually do not in-
clude much functionality, generally providing analog output and thus achiev-
ing smaller pitches but at the cost of system performance. The proposed
CMOS DPS, in addition to offering full functionality, digital output and
programmability, it presents a competitive pixel pitch. Furthermore, the
proposed pixel circuits include a novel lossless ADC scheme that keeps lin-
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Chip This Park PAD XPAD3 PSIpix Medipix2
[Ref] work [63] [64] [49] [53] [58]
CMOS 0.18µm 0.6µm 1.2µm 0.25µm 0.25µm 0.25µm
technology UMC CSM HP IBM UMC IBM
Pixel pitch 55µm 35µm 150µm 130µm 75µm 55µm
Array size 20 × 24 161082 92 × 100 80 × 120 256 × 256 256 × 256
Readout Ch-I Ch-I Ch-I Ph-C Ph-C Ph-C
method
Programmable yes no no yes yes yes
Readout Digital Analog Analog Digital Digital Digital
output 10-bit 12-bit 12-bit 13-bit
Power 10µW N.A. N.A. 40µW 8.8µW 8µW
per pixel
Noise 2ke−rms N.A. N.A. 100e−rms 135e−rms 140e−rms

Table 5.2 Comparison of DPS52 generation to the state-of-the-
art ROIC pixels for direct X-ray imaging. Read-out
methods are charge-integration (Ch-I) and photon-
counting (Ph-C).

earity at high photon fluxes. On the other hand, photon counting pixels
can not be directly confronted to charge integration solutions. For example,
the measured noise in terms of e−rms, although appearing higher, is actu-
ally similar to their counterparts with regard to the effect on the LSB and
pixel performance, as corroborated with the calculation of an SNR reaching
80% of its theoretical limit. The level of pixel functionality of the proposed
pixel and the state-of-the-art photon-counting pixels is equivalent and with
a comparable measured power consumption.

Finally, the target application of the X-ray imager can also introduce limi-
tations when comparing different proposals. As already discussed, the pre-
sented work is designed for imaging applications, excluding spectroscopy, as
it is based on the charge-integration readout method. This feature, together
with the extended linearity supplied by the lossless integrating circuit, makes
this proposal particularly suitable for applications with high photon fluxes,
where photon-counting pixels experience pile-up effects. Also, this work
can benefit imaging applications using low energy photons, that are either
filtered or lost by photon-counting imagers due to the charge-sharing effects.
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This last chapter presents the main contributions of this work to CMOS
design of low-power and compact pitch digital active pixels for hybrid and
direct X-ray imagers. First, initial hypothesis are reviewed. Then, each
circuit design contribution is evaluated based on its supporting experimental
results. Finally, possible future research lines related with this work are
proposed.

6.1 Contributions

This thesis proposes specific analog and mixed circuit techniques for the full-
custom CMOS design of low-power and compact pitch digital pixel sensors
targeting hybrid and direct X-ray imagers.

The research work presented here relays on two main initial hypothesis:

• X-ray pixels based on charge-integration read-out are less sensitive
to charge-sharing and pile-up effects under high radiation fluxes at
expense of higher noise figures.

• Read-out pixels with digital-only I/O and not sharing any analog ref-
erence nor biasing are more immune to crosstalk at the probable cost
of higher area and power requirements.

131
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Based on the above premises, circuit design research has been material-
ized in several generations of DPS cells (100µm, 70µm, 55µm, 52µm pitch
values) using standard 0.18µm 1P6M CMOS technology. The most rele-
vant contributions to the design of X-ray pixel circuits resulting from these
investigations can be summarized as follows:

• Digital-only I/O DPS architecture proposal compatible with compact
area (< 55µm-pitch) and low-power operation (< 10µW/pix).

• In-pixel charge-lossless ADC topology specifically optimized for high
radiation fluxes, performing ENC< 2ke−rms and extending dynamic
range full-scale above 10nA. This novel topology, together with the
previous feature, improves the classic charge-integration schemes.

• On-the-fly and individual pixel gain digital tuning mechanism to com-
pensate for DPS FPN with over 1 decade of programmability and long
integration times (up to 1000ms.)

• In-pixel dark current cancellation circuits with auto-calibration and
more than 3 decades of dynamic range.

• Direct pixel input test method for ROIC screening at wafer level before
expensive hybrid packaging and also for in-field testing.

• Pixel built-in local analog reference and bias generator, with < 15%
technology deviations and first-order thermal compensation, in order
to build crosstalk-free DPS arrays.

Apart from the corresponding DPS CMOS test chips, Si direct conversion
detectors have been designed and fabricated in-house for their hybridization
with test ROICs in order to validate the proposed circuits both at electrical
and radiation levels. In this sense, an FPGA based lab setup and associated
software have been also developed.

Extensive analysis of both electrical and X-ray measurements aligns this
work proposal not only within but also beyond the state-of-the-art active
pixels in terms of spatial resolution, power consumption, linearity, SNR and
pixel flexibility. This last point make the proposed pixel circuits suitable
for a wide range of X-ray image applications.
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Results obtained during the development of this work have been published
in several international conferences and journals [107–112].

6.2 Future Work

As stated in Section 4.3, the proposed X-ray pixel CMOS circuit techniques
are oriented to its use in truly 2D modular imagers in order to seamlessly
cover large image areas.

For this purpose, the proposed pixel will be used in further works such
as the NEUtron detector and imaging System (NEUS) project (IPT-2012-
0662-420000), which aims two different objectives: to develop a neutron
detector, obtained from Si X-ray detectors with conversion layers based
on Boron deposition; and to proof the validity of the 2D modular ROIC
approach to obtain large seamless sensing areas.

The development of these ROIC modules and detector designs discussed in
Section 4.3 is currently ongoing. In particular, each 5mm×5mm ROIC mod-
ule will consist on a 94×94-pixel array surrounded by dummy pixels devoted
to ROIC interconnection and external accessibility. The ROIC sensing array
will be in turn configured in 32 channels following the same daisy-chain im-
ager architecture as this thesis. From the X-ray detector viewpoint, designs
are being developed at wafer level to include several ROIC mosaic config-
urations (e.g. 3×3, 2×2), together with 1×1 arrangements with different
number of serialized channels.

Hence, the contributions of the present work are being applied for future
X-ray imagers.





References

[1] N. Wermes. Pixel detectors for particle physics and imaging applica-
tions. Nuclear Instruments and Methods in Physics Research Section
A: Accelerators, Spectrometers, Detectors and Associated Equipment,
A 512:277–288, 2003.

[2] Otha W. Linton. Medical Applications of X Rays. Technical report,
Standford University, 1995.

[3] General Electric Company. X-ray Inspection. Computed Tomography
and 3D Metrology. Technical report, GE Measurement and Control
Solutions, 2010.

[4] P. Evans. X-ray Imaging for Security Applications. SPIE Penetrating
Radiation Systems Applications, 5199, 2004.

[5] I. J. Pickering, E. Yu Sneeden, R. C. Prince, E. Block, H. H. Harris,
G. Hirsch, and G. N. George. Localizing the Chemical Forms of Sulfur
in Vivo Using X-ray Fluorescence Spectroscopic Imaging: Application
to Onion (Allium cepa) Tissues. ACS Biochemistry, 48:6846–6853,
2009.

[6] N. Owano. X-ray techniques help art historians verify Rembrandt
sketch. Technical report, Phys.Org, 2011.

135



136 REFERENCES

[7] Cancer Facts & Figures 2013. Technical report, American Cancer
Society, 2013.

[8] Breast Cancer. Technical report, American Cancer Society, 2012.

[9] K. Iniewski. Medical Imaging. Principles, Detectors and Electronics.
Wiley, 2009.

[10] M. G. Stabin. Doses from Medical X-Ray Procedures. Technical
report, Health Physics Society, 2013.

[11] M. Amin, D. Sudiana, and D. Gunawan. The Algebraic Reconstruc-
tion Technique of Lambert-Beer’s Attenuation Approximation for Par-
allel Rays Transmission Projection. IEEE International Conference on
Electrical Engineering and Informatics (ICEEI), 2011.

[12] J. H. Hubbell and S. M. Seltzer. Tables of X-Ray Mass Attenuation
Coefficients and Mass Energy-Absorption Coefficients from 1 keV to
20 MeV for Elements Z = 1 to 92 and 48 Additional Substances of
Dosimetric Interest. Technical report, National Institute of Standards
and Technology, 2011.

[13] W. Jark, F. Perennes, M. Matteucci, and L. De Caro. CLESSIDRA:
Focusing Hard X-Rays Efficiently with Small Prism Arrays. Modern
Developments in X-Ray and Neutron Optics Springer Series in optical
science, 137:331–351, 2008.

[14] W. Zhao, I. Blevis, S. Germann, and J. A. Rowlands. Flat panel
detector for digital radiology using active matrix readout of amor-
phous selenium. SPIE Proceedings. Medical Imaging 1997: Physics of
Medical Imaging, 3032:97–108, 1997.

[15] A. R. Cowen, G. J. S. Parkin, and P. Hawkridge. Direct digital mam-
mography image acquisition. (Review Article) European Radiology,
7:918–930, 1996.

[16] G. Prekas, H. Sabet, H. H. Bhandari, G. Derderian, F. Robertson,
H. Kudrolli, C. J. Stapels, J. Christian, S. Kleinfelder, S. Cool, L. J. D’
Aries, and V. V. Nagarkar. Direct and Indirect Detectors for X-
Ray Photon Counting Systems. IEEE Nuclear Science Symposium
Conference Record, 2011.



REFERENCES 137

[17] J. P. Ponpon. Semiconductor detectors for 2D X-ray imaging. Nuclear
Instruments and Methods in Physics Research Section A: Accelera-
tors, Spectrometers, Detectors and Associated Equipment, A 551:15–
26, 2005.

[18] J. Rowlands. Flat panel detectors for medical x-ray: Physics and Tech-
nology. Technical report, Sunnybrook and Women’s College Heath
Sciences Center University of Toronto, 2003.

[19] T. Schulman. Si, CdTe and CdZnTe radiation detectors for imaging
applications. Master’s thesis, University of Helsinki, Finland, 2006.

[20] J. Watt. A photon counting pixel detector for X-ray imaging. Master’s
thesis, Experimental Particle Physics Group Detector Development
Laboratory Dept. of Physics and Astronomy University of Glasgow,
2001.

[21] N. Wermes. Pixel detectors for particle physics and imaging applica-
tions. Nuclear Instruments and Methods in Physics Research Section
A: Accelerators, Spectrometers, Detectors and Associated Equipment,
A512:277–288, 2003.

[22] G. Kramer and S. Gaalema. Silicon PIN Diode Hybrid Arrays for
Charged Particle Detection: Building Blocks for Vertex Detectors at
the SSC. Proceedings, Supercollider, 1:173–185, 1989.

[23] S. Yin, T. Turner, D. Maeding, J. Mainprize, G. Mawdsley, M. J.
Yaffe, and W. J. Hamilton. Hybrid Direct Conversion Detectors
for Digital Mammography. IEEE Transactions on Nuclear Science,
46:2093 – 2097, 1999.

[24] D. Fitrio and M. Mazalan. A Review on Hybrid Pixel Detector
Readout Chip for Imaging Systems. International Symposium on
Robotics, Vision, Signal Processing & Power Applications (RoViSP),
pages 1094–1101, 2009.

[25] B. Mikulec. Single Photon Detection with Semiconductor Pixel Ar-
rays for Medical Imaging Applications. Master’s thesis, University of
Vienna, Austria, 2000.



138 REFERENCES

[26] V. Mishra, V. D. Srivastava, and S. K. Kataria. Role of guard rings
in improving the performance of silicon detectors. Pramana - Journal
of Physics, 65:259–272, 2005.

[27] J. Seo, J. Y. Kim, H. W. Lim, and J. G. Park. Fabrication and
Characterization of a 32×32 Array Digital Si-PIN X-ray Detector for a
Single Photon Counting Image Sensor. Journal of the Korean Physical
Society, 57:44–50, 2010.

[28] M. Lindner, P. Fischer, S. Florin, R. Göppert, J. Hausmann, J. Lud-
wig, K. Runge, C. Schwarz, A. Söldner-Rembold, and N. Wermes.
Comparison of hybrid pixel detectors with Si and GaAs sensors. Nu-
clear Instruments and Methods in Physics Research Section A: Ac-
celerators, Spectrometers, Detectors and Associated Equipment, A
466:63–73, 2001.

[29] A. Fornaini. X-ray Imaging and Readout of a TPC with the Medipix
CMOS ASIC. Master’s thesis, Universiteit Twente, 2005.

[30] M. G. Bisogni, M. Boscardin, D. Bulajic, G. F. Dalla Betta, P. Delogu,
M. E. Fantacci, M. Novelli, C. Piemonte, M. Quattrocchi, V. Rosso,
A. Stefanini, and N. Zorzi. Performance of an Imaging System Based
on Silicon Pixel Detectors of Different Thickness. IEEE Transactions
on Nuclear Science, 52:1989–1993, 2005.

[31] M. Chmeissani and B. Mikulec. Performance limits of a single photon
counting pixel system. Nuclear Instruments and Methods in Physics
Research Section A: Accelerators, Spectrometers, Detectors and Asso-
ciated Equipment, A 460:81–90, 2001.

[32] G. Pellegrini, M. Chmeissani, M. Maiorino, G. Blanchot, J. Garcia,
M. Lozano, R. Martinez, C. Puigdengoles, M. Ullan, and P. Casado.
Performance limits of a 55µm pixel CdTe detector. IEEE Transactions
on Nuclear Science, 53:361 – 366, 2006.

[33] C. M. H. Chen, S. E. Boggs, A. E. Bolotnikov, W. R. Cook, F. A.
Harrison, and S. M. Schindler. Numerical Modeling of Charge Sharing
in CdZnTe Pixel Detectors. IEEE Transactions on nuclear Science,
49:270–276, 2002.



REFERENCES 139

[34] Z. Li, W. Chen, Y. H. Guo, D. Lissauer, D. Lynn, V. Radeka,
M. Lozano, and G. Pellegrini. Development of New 3d Si Detectors
at BNL and CNM. IEEE Nuclear Science Symposium Conference
Record, 3:1445 – 1451, 2006.

[35] R. Turchetta, N. Guerrini, and I. Sedgwick. Large area CMOS image
sensors. 12th International Workshop on Radiation Imaging Detec-
tors. IOPScience Journal of Instrumentation, 6, 2010.

[36] E. Kraft. Counting and Integrating Microelectronics Development for
Direct Conversion X-ray Imaging. Master’s thesis, Universitat Bonn,
2007.

[37] A. S. Wang, D. Harrison, V. Lobastov, and J. E. Tkaczyk. Pulse pileup
statistics for energy discriminating photon counting x-ray detectors.
Medical Physics, 38:4265–4275, 2011.

[38] E. Vicente, S. España, J. L. Herraiz, E. Herranz, M. Desco, J. J.
Vaquero, and J. M. Udias. Nonlinear Effect of Pile-up in the Quan-
tification of a Small Animal PET Scanner. IEEE Nuclear Science
Symposium Conference Record, pages 5391–5395, 2008.

[39] C. H. McCollough, G. H. Chen, W. K., S. Leng, E. Samei, K. Taguchi,
G. Wang, L. Yu, and R. I. Pettigrew. Achieving Routine Submillisiev-
ert CT Scanning: Report from the Summit on Management of Radi-
ation Dose in CT. Technical report, Department of Radiology, Mayo
Clinic, 2012.

[40] M. Chmeissani, M. Maiorino, G. Blanchot, G. Pellegrini, J. Garcia,
M. Lozano, R. Martinez, C. Puigdengoles, and M. Ullan. Charge
sharing measurements of pixilated CdTe using Medipix-II chip. In-
strumentation and Measurement Technology Conference. IMTC 04.
Proceedings of the 21st IEEE, 1:787–791, 2004.

[41] R. Ballabriga, M. Campbell, E. H. M. Heijne, X. Llopart, and L. Tlus-
tos. The Medipix3 Prototype, a Pixel Readout Chip Working in Single
Photon Counting Mode with Improved Spectrometric Performance.
IEEE Nuclear Science Symposium Conference Record, 6:3557–3561,
2006.



140 REFERENCES

[42] M. Campbell, E. H. M. Heijne, and P. Jarron. A 10 MHz Micropower
CMOS Front End for Direct Readout of Pixel Detectors. Nuclear
Instruments and Methods in Physics Research Section A: Accelerators,
Spectrometers, Detectors and Associated Equipment, A290:149–157,
1990.

[43] P. Seller, G. Bale, W. J. F. Gannon, G. Hall, A. D. Holland, G. M.
Iles, A. Jorden, B. Lowe, P. Murray, M. S. Passmore, M. L. Pryd-
derch, K. Smith, S. L. Thomas, and R. Wade. Two Approaches to
hybrid X-ray pixel array readout. Proceedings of SPIE: Detectors for
Crystallography and Diffraction Studies at Synchrotron Sources, 3774,
1999.

[44] P. Seller, G. Derbyshire, G. Hall, G. M. Iles, A. Jorden, P. Mur-
ray, M. L. Prydderch, S. M. Passmore, K. Smith, and S. L. Thomas.
Photon counting hybrid pixel detector for X-ray imaging. Nuclear In-
struments and Methods in Physics Research Section A: Accelerators,
Spectrometers, Detectors and Associated Equipment, A 455:715–720,
2000.

[45] R. Szczygiel, P. Grybos, and P. Maj. A Low Noise, Fast Pixel Readout
IC Working in Single Photon Counting Mode with Energy Window
Selection in 90 nm CMOS. IEEE International Symposium on Circuits
and Systems (ISCAS), pages 1415–1418, 2011.

[46] F. Edling, R. Brenner, N. Bingefors, K. Fransson, L. Gustafsson, L. R.
Norrlid, E. Nygård, and C. Rönnqvist. Performance of a Pixel Read-
out Chip with Two Counters for X-ray Imaging. IEEE Nuclear Science
Symposium Conference Record, 1:29–32, 2002.

[47] M. Perenzoni, D. Stoppa, M. Malfatti, and A. Simoni. A Multispec-
tral Analog Photon-Counting Readout Circuit for X-ray Hybrid Pixel
Detectors. IEEE Transactions on Instrumentation and Measurement,
57:1438–1444, 2008.

[48] M. Grassi, V. Ferragina, P. Malcovati, S. Caccia, G. Bertuccio,
D. Martin, P. Bastia, I. Cappelluti, and N. Ratti. A 32×32 Chan-
nels, 3-cm2, 555-mW Chip for X-Ray Pixel Detector Read-Out. 16th



REFERENCES 141

IEEE International Conference on Electronics, Circuits, and Systems
ICECS, pages 227–230, 2009.

[49] P. Pangaud, S. Basolo, N. Boudet, J. F. Berar, B. Chantepie,
P. Delpierre, B. Dinkespiler, S. Hustache, M. Menouni, and C. Morel.
XPAD3 : A new photon counting chip for X-Ray CT-scanner. Nuclear
Instruments and Methods in Physics Research Section A: Accelerators,
Spectrometers, Detectors and Associated Equipment, A 571:321–324,
2006.

[50] M. Löcker, P. Fischer, S. Krimmel, H. Krüger, M. Lindner,
K. Nakazawa, T. Takahashi, and N. Wermes. Single Photon Count-
ing X-Ray Imaging with Si and CdTe Single Chip Pixel Detectors
and Multichip Pixel Modules. IEEE Transactions on Nuclear Sci-
ence, 51:1717–1723, 2004.

[51] P. Maj, P. Grybos, R. Szczygiel, M. Zoladz, T. Sakumura, and
Y. Tsuji. 18k Channels single photon counting readout circuit for
hybrid pixel detector. Nuclear Instruments and Methods in Physics
Research Section A: Accelerators, Spectrometers, Detectors and Asso-
ciated Equipment, 697:32–39, 2013.

[52] P. Kraft, A. Bergamaschi, Ch. Brönnimann, R. Dinapoli, E. F. Eiken-
berry, H. Graafsma, B. Henrich, I. Johnson, M. Kobas, A. Mozzanica,
C. M. Schlepütz, and B. Schmitt. Characterization and Calibration of
PILATUS Detectors. IEEE Transactions on Nuclear Science, 56:758–
764, 2009.

[53] R. Dinapoli, A. Bergamaschi, B. Henrich, R. Horisberger, I. Johnson,
P. Kraft, A. Mozzanica, B. Schmitt, X. Shi, and D. Suter. A new fam-
ily of pixel detectors for high frame rate X-ray applications. Nuclear
Instruments and Methods in Physics Research Section A: Accelerators,
Spectrometers, Detectors and Associated Equipment, A617:384–386,
2010.

[54] G. Traversi. Charge Signal Processors in a 130 nm CMOS Technology
for the Sparse Readout of Small Pitch Monolithic and Hybrid Pixel
Sensors. IEEE Transactions on Nuclear Science, 58:2391–2400, 2011.



142 REFERENCES

[55] I. Peric, L. Blanquar, G. Comes, P. Denes, K. Einsweiler, P. Fischer,
E. Mandelli, and G. Meddeler. The FEI3 Readout Chip for the AT-
LAS Pixel Detector. Nuclear Instruments and Methods in Physics
Research Section A: Accelerators, Spectrometers, Detectors and Asso-
ciated Equipment, 565:178–187, 2006.

[56] A. H. Goldan, K. S. Karim, and J. A. Rowlands. Photon counting
pixels in CMOS technology for medical X-ray imaging applications.
Canadian Conference on Electrical and Computer Engineering, pages
370–373, 2005.

[57] B. Krieger, K. Ewell, B. A. Ludewigt, M. R. Maier, D. Markovic,
O. Milgrome, and Y. J. Wang. An 8×8 pixel IC for X-ray spectroscopy.
IEEE Transactions on Nuclear Science, 48:493–498, 2001.

[58] X. Llopart, M. Campbell, R. Dinapoli, D. San Segundo, and E. Pernig-
otti. Medipix2: A 64-k pixel readout chip with 55µm square elements
working in single photon counting mode. IEEE Transactions on Nu-
clear Science, 49:2279–2283, 2002.

[59] H. S. Kim, S. W. Han, J. H. Yang, S. Kim, Y. Kim, S. Kim, D. K.
Yoon, J. S. Lee, J. C. Park, Y. Sung, S. D. Lee, S. T. Ryu, and G. H.
Cho. An Asynchronous Sampling-Based 128×128 Direct Photon-
Counting X-Ray Image Detector with Multi-Energy Discrimination
and High Spatial Resolution. IEEE Journal of Solid-State Circuits,
48:541–558, 2013.

[60] S. Abdalla, B. Oelmann, M. O’Nils, and J. Lundgren. Architecture
and Circuit Design for Color X-Ray Pixel Array Detector Read-out
Electronics. 24th Norchip Conference, pages 271–276, 2006.

[61] I. Fujieda, S. Nelson, R. A. Street, and R. L. Weisfield. Radiation
Imaging with 2D a-Si Sensor Arrays. IEEE Transactions on Nuclear
Science, 39:1056–1062, 1992.

[62] R. Irsigler, J. Anderson, J. Alverbro, J. Borglind, C. Frojdh, P. He-
lander, S. Manolopoulos, H. Martijn, V. OShea, and K. Smith. X-ray
Imaging Using a 320 x 240 Hybrid GaAs Pixel Detector. IEEE Trans-
actions on Nuclear Science, 46:507–512, 1999.



REFERENCES 143

[63] K. S. Park. Direct-Type Silicon Pixel Detector for a Large-Area Hy-
brid X-Ray Imaging Device. Journal of the Korean Physical Society,
53:2185–2191, 2008.

[64] P. J. Sellin, G. Rossi, M. J. Renzi, A. P. Knights, E. F. Eikenberry,
M. W. Tate, S. L. Barna, R. L. Wixted, and S. M. Gruner. Per-
formance of semi-insulating gallium arsenide X-ray pixel detectors
with current-integrating readout. Nuclear Instruments and Methods
in Physics Research Section A: Accelerators, Spectrometers, Detectors
and Associated Equipment, A 460:207–212, 2001.

[65] N. Safavian, G. R. Chaji, K. S. Karim, and J. A. Rowlands. A Novel
Hybrid Active-Passive Pixel with Correlated Double Sampling CMOS
Readout Circuit for Medical X-ray Imaging. IEEE International Sym-
posium on Circuits and Systems. ISCAS, pages 3170–3173, 2008.

[66] C. P. Lambropoulos, E. G. Zervakis, and D. Loukas. Charge Integrat-
ing ASIC with Pixel Level A/D Conversion. IEEE Nuclear Science
Symposium Conference Record, 1:357–359, 2007.

[67] X. Shi, R. Dinapoli, D. Greiffenberg, B. Henrich, A. Mozzanica,
B. Schmitt, H. Krüger, H. Graafsma, A. Klyuev, A. Marras, and
U. Trunk. A Low Noise High Dynamic Range Analog Front-end ASIC
for the AGIPD XFEL Detector. IEEE International Conference on
Electronics, Circuits and Systems (ICECS), pages 933–936, 2012.

[68] A. Dragone, J. F. Pratte, P. Rehak, G. A. Carini, R. Herbst,
P. O’Connor, and D. P. Siddons. XAMPS Detector Readout ASIC for
LCLS. IEEE Nuclear Science Symposium Conference Record, pages
2970–2975, 2008.

[69] R. Luhta, M. Chappo, B. Harwood, R. Mattson, D. Salk, and C. Vret-
tos. A new 2D-tiled detector for multislice CT. Proceedings of SPIE:
Physics of Medical Imaging, 6142, 2006.

[70] S. Kleinfelder, S. H. Lim, X. Liu, and A. El Gamal. A 10 000 Frames/s
CMOS Digital Pixel Sensor. IEEE Journal of Solid-State Circuits,
36:2049–2059, 2001.



144 REFERENCES

[71] H. Krüger, J. Fink, E. Kraft, N. Wermes, P. Fischer, I. Peric, C. Her-
rmann, M. Overdick, and W. Rütten. CIX – A Detector for Spectral
Enhanced X-ray Imaging by Simultaneous Counting and Integrating.
SPIE Medical Imaging Conference, 2008.

[72] E. Kraft, P. Fischer, M. Karagounis, M. Koch, H. Krueger, I. Peric,
N. Wermes, C. Herrmann, A. Nascetti, M. Overdick, and W. Ruetten.
Counting and Integrating Readout for Direct Conversion X-ray Imag-
ing: Concept, Realization and First Prototype Measurements. IEEE
Nuclear Science Symposium Conference Record, 5:2761–2765, 2005.

[73] P. Delpierre, J. F. Berar, L. Blanquart, B. Caillot, J. C. Clemens,
and C. Mouget. X-Ray Pixel Detector for Crystallography. IEEE
Transactions on Nuclear Science, 48:987–991, 2001.

[74] A. Fornaini, T. Boerkamp, R. de Oliveira, and J. L. Visschers. A tiled
array of hybrid pixel detectors for X-ray imaging. IEEE Transactions
on Nuclear Science, 51:1824–1828, 2004.

[75] P. Delpierre, J. F. Berar, L. Blanquart, N. Boudet, P. Breugnon,
B. Caillot, J. C. Clemens, C. Mouget, R. Potheau, and I. Valin.
Large Surface X-Ray Pixel Detector. IEEE Nuclear Science Sym-
posium Conference Record, 2:902–905, 2001.

[76] A. Canas, M. Chmeissani, R. Coll, D. Glass, M. Kolstein, R. Martinez,
C. Puigdengoles, C. Sanchez, and A. Sancho. Large area detector with
the Medipix2 chip. Nuclear Science Symposium and Medical Imaging
Conference (NSS/MIC), 2011 IEEE, pages 4501–4505, 2011.

[77] K. F. G. Pfeiffer. Evaluation of the Medipix Detectors for Medical X-
Ray Imaging, with Special Consideration of Mammography. Master’s
thesis, Friedrich-Alexander-Universitat Erlangen-Nurnberg, 2004.

[78] G. Blanchot, M. Chmeissani, A. Diaz, F. Diaz, J. Fernadez, E. Garcia,
J. Garcia, F. Kainberger, M. Lozano, M. Mariorino, R. Martinez,
J.P. Montagne, I. Moreno, G. Pellegrini, C. Puigdengoles, M. Sentis,
M. Tortajada, and M. Ullan. X-ray machine for general radiology
based on pixel CdTe detector coupled to Photon Counting electronics.
Technical report, Institut de Fisica d’Altes Energies (IFAE), 2006.



REFERENCES 145

[79] G. Blanchot, M. Chmeissani, A. Diaz, F. Diaz, J. Fernandez, E. Gar-
cia, J. Garca, F. Kainberger, M. Lozano, M. Maiorino, R. Martinez,
J.P. Montagne, I. Moreno, G. Pellegrini, C. Puigdengoles, M. Sentis,
L. Teres, M. Tortajada, and M. Ullan. Dear-Mama: A Photon Count-
ing X-ray imaging project for medical applications. Nuclear Instru-
ments and Methods in Physics Research Section A: Accelerators, Spec-
trometers, Detectors and Associated Equipment, 569:136–139, 2005.

[80] R. van de Plassche. CMOS Integrated Analog To Digital And Digital
To Analog Converters 2nd Edition. Kluwert Academic Publishers,
2003.

[81] M. Sato, M. Murata, and T. Namekawa. Pulse Interval and Width
Modulation for Video Transmission. IEEE Transactions on Cable
Television, 4:165–173, 1978.

[82] R. E. Suarez, P. R. Gray, and D. A. Hodges. All-MOS Charge Re-
distribution Analog-to-Digital Conversion Techniques—Part II. IEEE
Journal of Solid State Circuits, 6:379–385, 1975.

[83] Keith Gofrey. Perturbation signals for system identification. Prentice
Hall, 1993.

[84] Behzad Razavi. Design of Analog CMOS Integrated Circuits. McGraw
Hill International Edition. Electrical Engineering Series., 2001.

[85] Phillip E. Allen and Douglas R. Holberg. CMOS Analog Circuit De-
sign. Oxford Series in Electrical and Computer Engineering, 2002.

[86] C. C. Enz, F. Krummenacher, and E. A. Vittoz. An Analytical MOS
Transistor Model Valid in All Regions of Operation and Dedicated to
Low-Voltage and Low-Current Applications. Journal of Analog Inte-
grated Circuits and Signal Processing, Kluwer Academic Publishers,
8(1):83–114, 1995.

[87] A. Bendali and Y. Audet. A 1-V CMOS Current Reference with Tem-
perature and Process Compensation. IEEE Transactions on Circuits
and Systems I, 54(7):1424–1429, Jul 2007.



146 REFERENCES

[88] A. Becker-Gomez, T. Lakshmi, and T. R. Viswanathan. A Low-
Supply-Volatge CMOS Sub-Bandgap Reference. IEEE Transactions
on Circuits and Systems II, 55(7):609–613, Jul 2008.

[89] C. Yoo and J. Park. CMOS Current Reference with Supply and Tem-
perature Compensation. IET Electronics Letters, 43(25), Dec 2007.

[90] G. De Vita and G. Iannacone. A Sub-1V, 10ppm/oC, Nanopower
Voltage Reference Generator. IEEE Journal of Solid-State Circuits,
42(7):1536–1542, Jul 2007.

[91] W. Yand, W. Li, and R. Liu. Nanopower CMOS Sub-Bandgap Refer-
ence with 11ppm/oC Temperature Coefficient. IET Electronics Let-
ters, 45(12), Jun 2009.

[92] L. Magnelli, F. Crupi, P. Corsonello, C. Pace, and G. Iannaccone.
A 2.6 nW, 0.45 V Temperature-Compensated Subthreshold CMOS
Voltage Reference. IEEE Journal of Solid State Circuits, 46(2):465–
474, 2011.

[93] K. Ueno, T. Hirose, T. Asai, and Y. Amemiya. A 300 nW, 15 ppm/◦C,
20 ppm/V CMOS Voltage Reference Circuit Consisting of Subthresh-
old MOSFETs. IEEE Journal of Solid State Circuits, 44(7):2047–
2054, 2009.

[94] F. Serra-Graells and J. L. Huertas. Sub-1V CMOS Proportional-to-
Absolute-Temperature References. IEEE Journal of Solid State Cir-
cuits, 38(1):84–88, Jan 2003.

[95] P. K. Ko and C. Hu. BSIM3v3 Manual. Department of Electrical
Engineering and Computer Science, University of California, Berkeley,
CA 94720, 1995.

[96] http://www.europractice-ic.com/.

[97] http://www.izm.fraunhofer.de/en.html.

[98] M. Lozano, E. Cabruja, A. Collado, J. Santander, and M. Ullán. Bump
bonding of pixel systems. Nuclear Instruments and Methods in Physics
Research Section A: Accelerators, Spectrometers, Detectors and Asso-
ciated Equipment, 473, Issues 1–2:95–101, 2001.



REFERENCES 147

[99] http://www.altera.com/devices/fpga/fpga-index.html.

[100] M.J.M. Pelgrom, Aad C J Duinmaijer, and AP.G. Welbers. Matching
Properties of MOS transistors. IEEE Journal of Solid-State Circuits,
24:1433–1440, 1989.

[101] Physikalisch Technische Bundesanstalt: http://www.ptb.de/.

[102] S. Manolopoulos, R. Bates, M. Campbell, W. Snoeys, E. Heijne,
E. Pernigotti, C. Raine, K. Smith, J. Watt, V. O’Shea, J. Ludwig, and
C. Schwarz. X-ray Imaging with Photon Counting Hybrid Semicon-
ductor Pixel Detectors. Nuclear Instruments and Methods in Physics
Research Section A: Accelerators, Spectrometers, Detectors and Asso-
ciated Equipment, A 434:38–43, 1999.

[103] X. Llopart, R. Ballabriga, M. Campbell, L. Tlustos, and W. Wong.
Timepix, a 65k programmable pixel readout chip for arrival time, en-
ergy and/or photon counting measurements. Nuclear Instruments and
Methods in Physics Research Section A: Accelerators, Spectrometers,
Detectors and Associated Equipment, A 581:485–494, 2007.

[104] X-Ray Imatek S.A. The XRI Series UNO & QUATRO
http://www.xray-imatek.com/products/xri-series.

[105] Carles Mitjà. Image Quality of Photographic Cameras. Technical re-
port, Image Quality Laboratory. Center of the Image and Multimedia
Technology. Polytechnic University of Catalonia (UPC)., 2011.

[106] CELLS-ALBA synchrotron radiation facility. 08290 Cerdanyola del
Vallès, Barcelona, Catalonia. http://www.cells.es/.

[107] R. Figueras, J. Sabadell, J.M. Margarit, E. Martin, L. Teres, and
F. Serra-Graells. A 0.18µm CMOS low-power charge-integration DPS
for X-ray imaging. Biomedical Circuits and Systems Conference, 2009.
BioCAS 2009. IEEE, pages 209–212, 2009.

[108] R. Figueras, J. Sabadell, L. Teres, and F. Serra-Graells. A 70µm Pitch
8µW Self-Biased Charge-Integration Active Pixel for Digital Mam-
mography. IEEE Transactions on Biomedical Circuits and Systems,,
5:481–489, 2011.



148 REFERENCES

[109] J. Sabadell, R. Figueras, J. M. Margarit, E. Martín, L. Terès, and
F. Serra-Graells. A 70µm×70µm CMOS Digital Active Pixel Sen-
sor for Digital Mammography and X-Ray Imaging. IOP Journal of
Instrumentation, 6, 2011.

[110] R. Figueras, L. Teres, and F. Serra-Graells. A 55µm×55µm Charge-
Integration Digital Pixel Sensor for Digital Direct Mammography in
0.18µm CMOS technology. Nuclear Science Symposium and Medical
Imaging Conference (NSS/MIC), 2011 IEEE, pages 3625–3630, 2011.

[111] R. Figueras, L. Terés, and F. Serra-Graells. Compact and Low-Power
All-MOS Voltage References with Thermal Compensation. Proceed-
ings of the XXVIII Conference on Design of Circuits and Integrated
Systems, pages 80–85, 2013.

[112] R. Figueras, R. Martínez, L. Terés, and F. Serra-Graells. Experi-
mental Characterization of a 10µW 55µm-pitch FPN-Compensated
CMOS Digital Pixel Sensor for X-ray Imagers. Nuclear Instruments
and Methods in Physics Research Section A: Accelerators, Spectrom-
eters, Detectors and Associated Equipment, 761:19–27, 2014.


	Introduction
	Motivation
	X-Ray Imaging
	Fundamentals
	Figures of Merit
	Direct Conversion Semiconductor Detectors
	Charge Integration versus Photon Counting

	State-of-the-Art Technologies
	Objectives and Scope

	Pixel Architecture
	DPS Architecture and Operation Proposal
	Charge-Integration and Digital Conversion
	Individual Gain Programmability
	Built-In Test Capability
	Digital Interface

	CMOS Pixel Circuits
	Asynchronous A/D Conversion
	Full Scale
	Equivalent Noise Charge
	Integrated versus Counted Charge
	Phantom Event Issues

	Dark Current Cancellation
	ADC Gain Tunning
	Built-In Test Mechanism
	Local Reference and Biasing Generation
	Digital I/O Block

	DPS Designs in 0.18[mu]  CMOS Technology
	DPS Specifications
	Pitch Downscaling
	100[mu] -pitch DPS
	70[mu] -pitch DPS
	55[mu] -pitch DPS

	2D Modular X-Ray Imagers
	Pixel Test Chips
	100[mu] -pitch DPS Test Vehicle
	70[mu] -pitch DPS Test Vehicle
	55[mu] -pitch DPS Test Vehicle

	Array Test Chips

	Experimental Results
	Custom Si-Based X-Ray Detector Arrays
	Hybrid Packaging and Lab Setup
	Electrical Tests
	X-Ray Tests
	Comparison with State-of-the-Art X-Ray Pixels

	Conclusions
	Contributions
	Future Work


