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Abstract
Phototransduction is the biochemical process by which a light stimulus
is converted to a neuronal signal. The process functions through complex
interactions between many proteins, which work in concert to tightly con-
trol the dynamics of the photoresponse. The primary aim of this thesis is
to describe how the topology and kinetics of these interactions have given
rise to detectable patterns of molecular evolution. To this end, a secondary
aim is to develop a comprehensive mathematical model of mammalian
phototransduction, first through the improvement of an existing model of
the amphibian system and then through the re-tuning of that model to fit
mammalian data. The results show a striking importance of the signal
recovery-related proteins in shaping the photoresponse. This is reflected
in relaxed evolutionary constraint on those proteins that exert the greatest
dynamic influence. Meanwhile, the proteins most central to the process,
while less important dynamically, are strongly constrained due to their
essentiality in proper signal transduction.
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Resum
La fototransducció és el procés bioquı́mic pel qual un estı́mul de llum
es converteix en un senyal neuronal. El procés funciona a través d’inter-
accions complexes entre moltes proteı̈nes, que funcionen en conjunt per
controlar estretament la dinàmica de la fotoresposta. L’objectiu principal
d’aquesta tesi és descriure com la topologia i la cinètica d’aquestes inter-
accions han donat lloc a patrons detectables d’evolució molecular. Amb
aquesta finalitat, un objectiu secundari és el desenvolupament d’un model
matemàtic integral de la fototransducció en mamı́fers, primer a través de
la millora d’un model existent del sistema d’amfibis i després a través de
la refinament d’aquest model per ajustar-lo a les dades de mamı́fers. Els
resultats mostren una importància notable de les proteı̈nes relacionades
amb la recuperació del senyal en la fotoresposta. Això es reflecteix en
una relaxació de les constriccions evolutives en les proteı̈nes que exer-
ceixen la major influència dinàmica. Alhora, les proteı̈nes més centrals
per al procés, tot i essent menys importants dinàmicament, es troben fort-
ament limitades degut a la seva essencialitat en la correcta transducció de
senyal.
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PREFACE

The veritable explosion of data available to biologists in recent years has
opened the doors to analyses of trends that would have been formerly
unfeasible to address. In some ways, it represents a reversal from the
predominantly reductionist approach of the previous century. Rather than
considering a deep analysis of an individual gene or protein, the trend is
now to rapidly assay a large number of them, possibly on the order of the
entire genome or proteome. The field of evolution, for example, has seen
broad, renewed interest thanks to the capabilities offered by comparative
genomics techniques. These are exciting times, with Big Data promising
big answers.

Nevertheless, one would hope that we are not so quick to abandon
detailed characterization of individual biological units as an essential step
in research. Computational and high-throughput approaches have quickly
provided a swath of new data, however any such method necessarily car-
ries with it a certain amount of error. Thus, careful verification of inter-
esting findings remains necessary.

Early in the course of the research presented in this thesis, inaccura-
cies in computationally predicted data, such as protein interactions, were
often encountered. Repeatedly, the answers to such uncertainties were
to be found in the literature, having been resolved in a laboratory years
ago. The existence of this thesis is indebted to the decades of careful bio-
chemical assessment that have been performed until now, and due respect
must be given to the researchers who have made the countless discover-
ies that might otherwise be taken for granted. An attempt was thus made
to straddle the line between using novel computational approaches and
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keeping a firm footing in the long-established knowledge of the field. I
hope that this humble contribution to the field not only successfully builds
upon past research but can also offer novel insights that will lead to future
discoveries.
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And yet of all the organs of sensation,
the eye, methinks, bears the closest
resemblance to the sun.

Republic
PLATO
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Introduction
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. . . In that Empire, the Art of
Cartography attained such Perfection
that the map of a single Province
occupied the entirety of a City, and the
map of the Empire, the entirety of a
Province. In time, those
Unconscionable Maps no longer
satisfied, and the Cartographers Guilds
struck a Map of the Empire whose size
was that of the Empire, and which
coincided point for point with it.

On Exactitude in Science
JORGE LUIS BORGES

3



“thesis” — 2013/9/26 — 1:12 — page 4 — #30



“thesis” — 2013/9/26 — 1:12 — page 5 — #31

Chapter 1

BACKGROUND

1.1 From Phenotype to genotype and back again

Since the modern synthesis of evolutionary theory in the twentieth cen-
tury, our understanding of the genetic nature of phenotypic change and
the influence of natural selection on it has gradually improved. Pioneer-
ing theoretical work by J.D.S. Haldane, R.A. Fisher and Sewall Wright
clearly demonstrated that natural selection on a trait determined by a dis-
crete genetic locus or multiple loci can affect rapid change in the fre-
quency of the loci in a population, leading to evolution in the traits. Data
from formerly disparate biological fields rapidly contributed to a picture
of evolution that could explain both genotypic and phenotypic variation
seen from the population level and the macroevolutionary processes seen
in the fossil record.

By the 1970’s, with these ideas firmly entrenched in the field, the
nuances of the finer mechanics at play in evolution could begin to be ad-
dressed. Richard Dawkins, building on the work of George C. Williams,
put forward the notion of a gene-centered view of evolution [1]. Whereas
previously the organism as a whole was viewed as the target of selection,
proponents of the gene-centered view of evolution argued that it was, in
fact, the genes themselves that were the smallest target of selection. Under
this evolutionary paradigm, genes are “selfish,” in that their own propaga-
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tion is more important than the success of the other genes in their cohort,
and the organism is relegated to the status of merely a “survival machine”
of the genes [1]. In order to study their evolution, one would consider
all of the copies of a given gene, across all individual organisms, as a
population; those alleles that best promote the propagation of the gene
will be selected to survive further generations. Thus, the theory gave a
strong explanation for the otherwise difficult notion of altruism: relatives
are more likely to carry the same alleles of a gene, and thus those alle-
les that promote altruism will better ensure their own survival, be it in
their own “host” organism or in a closely related one. It also resolves
counter-intuitive mechanisms such as intragenomic conflict, in which one
gene promotes its own replication even to the detriment of the rest of the
genome.

This view was not without its opponents, such as Stephen Jay Gould
and Ernst Mayr. A primary objection was that it is the phenotype that is
exposed to the environment and thus it is the phenotype, not the geno-
type, that is the interface to natural selection. Indeed, while the products
encoded by the various genes in the genome each contribute their own par-
ticular functionality, the survival of the organism is dependent upon the
proper interaction of all of these molecules in order to produce a viable
phenotype. Thus, selection on the phenotype results in selection on the
genome as a suite. Furthermore, the gene-centric view of evolution fails to
properly account for phenomena such as epistasis. If two genes together
affect the phenotype in a nonlinear way, then any hypothetical selection
directly on either gene would be inexorably linked to the other. Thus it
is difficult to reconcile the gene-centric view of evolution with the sheer
complexity of the biochemical systems present in even the simplest or-
ganisms and the apparent prevalence of epistasis that emerges from them
[2]. If the phenotype is an emergent property of the nonlinear combina-
tion of the effects of all of the genes in the genome and it is the phenotype
that is subject to natural selection, then one would expect to see system-
level evolutionary patterns. A purely gene-centric view of evolution, on
the other hand, would predict largely independent evolution of the genes.

Much effort has been spent in recent years to detect the existence of
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system-level patterns of molecular evolution. This has primarily resulted
in two lines of investigation. In the first, research groups choose par-
ticular biochemical systems of interest in order to gain insight into their
specific evolutionary histories [3–16]. In the other, attention is given to
the entire interactome, that is, the set of all molecular interactions com-
prised by the organism, in order to detect universal patterns of evolution
[17–28]. Despite the extreme differences in scope, the methodologies are
similar: perform an evolutionary analysis of the system’s proteins, encode
biochemical knowledge of the system into a suitable structure for math-
ematical use and map the evolutionary data onto the system structure to
detect patterns of selection.

1.2 Quantifying molecular evolution

1.2.1 Selective forces in molecular evolution
Genes evolve when sequence variation is introduced into the population
and those novel variants are maintained and eventually fixed via evolu-
tionary forces. The primary sources of genetic variation are mutations
during DNA replication, recombination during meiosis and gene flow
from other populations. Multiple processes then exert influence on the
evolution of allele frequencies. Natural selection is the process by which
alleles that impart positive fitness effects rise in frequency in a population,
while deleterious alleles are removed. In the field of molecular evolution,
the former event is referred to as “positive” or “adaptive” selection, while
the latter is “negative” or “purifying” selection. In the absence of natu-
ral selection, simple genetic drift, arising from the random sampling of
alleles during reproduction, will also lead to change in allele frequencies
from generation to generation [29].

The question of the extent to which general trends in molecular evo-
lution are the result of selection or of neutral processes such as drift has
remained an open question. Beginning in the 1960’s and formalized by
Motoo Kimura in his book The Neutral Theory of Molecular Evolution,
the dominant notion for a time was that, in fact, nearly all molecular evo-
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lution is neutral and the action of natural selection is limited to purifying
selection [30]. This was taken in contrast to phenotypic evolution, which
was assumed to still proceed in a Darwinian manner. However, aside
from environmental effects, all phenotypic variation has its roots in ge-
netic processes; thus, adaptive selection must still occur to some degree
at the molecular level. With knowledge of demonstrable cases of adaptive
molecular evolution, such as that of the color-vision opsin receptors in
primates [31], the current view may be summarized as natural selection
having a role in both molecular and phenotypic evolution, with mutation
being the major force for both [32].

1.2.2 Estimating molecular evolutionary rates

The most commonly used method for determining the nature of the selec-
tive forces acting on a gene is the calculation of the ratio dN/dS (some-
times referred to as ω). Given orthologous gene sequences for two or
more species, dN is calculated as the rate of nonsynonymous nucleotide
substitutions that have occurred per nonsynonymous site in the sequence
and dS is the rate of synonymous substitutions per synonymous site. Their
ratio may then be taken as an indication of the degree of non-neutral selec-
tive forces acting on the sequence during the divergence of the phylogeny.
When dN = dS , the gene is said have evolved neutrally, based on the
assumption that synonymous substitutions are largely neutral in nature.
dN < dS indicates that the gene has been under purifying selection, such
that non-synonymous substitutions have been removed from the popula-
tion at a greater rate than synonymous substitutions. dN > dS would thus
imply that adaptive selection has occurred, with more non-synonymous
substitutions having been fixed than what would be expected under the
assumption of neutrality.

Several methods have been developed for estimating dN/dS . Early
methods, typified by that of Nei and Gojobori [33], are simple in their de-
pendence on basic counting methods but they are nevertheless illustrative
of the task. First, the numbers of synonymous and nonsynonymous sites
per codon are counted. For each position, i, in a codon, the fraction fi of
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synonymous changes is computed; the numbers of synonymous (s) and
nonsynonymous sites (n) are then given by s =

∑3
i=1 fi and n = 3 − s.

For example, for the codon TGT, f1 = 0 (no possible synonymous sub-
stitutions), f2 = 0 and f3 = 1

3
(one possible synonymous substitution: T

→ C). Therefore, s = 1
3

and n = 8
3
. The total number of synonymous

(S) and nonsynonymous (N ) sites in a sequence are the sum of s and n,
respectively, across the whole sequence. The number of synonymous (sd)
and nonsynonymous changes (nd) per codon between two sequences are
then counted, treating multiple mutational paths between two codons as
being equally likely, and calculating the resulting counts as the average
between all possible paths. The counts are then summed to give the to-
tal number of synonymous (Sd) and nonsynonymous (Nd) changes across
the sequence. Proportions of synonymous (pS) and nonsynonymous (pN )
differences can be estimated by ps = Sd/S and pn = Nd/N . Finally, the
number of synonymous substitutions (dS) and nonsynonymous substitu-
tions (dN ) may be calculated by the formula [34]:

d = −3

4
loge

(
1− 4

3
p

)
(1.1)

where p is either pS or pN . Modern methods integrate more bio-
logically meaningful parameters, such as transition/transversion bias and
chemical differences between amino acids. Additionally, more sophisti-
cated statistical methods are now used in the estimation of dN and dS ,
such as the Markov-process model of Goldman and Yang [35] or the
Bayesian approach of Seo et al. [36].

1.2.3 Tests of adaptive selection
Using neutral evolution as a null hypothesis, it is possible to statistically
test for the occurrence of adaptive selection at specific codon sites during
phylogenetic divergence. Two main classes of tests exist: the individual
site (IS) and the pooled site (PS) methods. The former method was first
proposed by Suzuki and Gojobori [37] and is performed by constructing
a phylogenetic tree and then counting the total number of synonymous
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and nonsynonymous substitutions across all branches of the tree. If the
number of nonsynonymous substitutions is significantly greater than the
number of synonymous substitutions at a given codon, then that codon is
taken to have been under positive selection. This class of tests has since
been improved through likelihood- and Bayesian-based methods [38–40].

The PS method, on the other hand, fits a sequence alignment with
two nested models, allowing for a likelihood-ratio test of significance.
In the null model, all sites in the alignment are assumed either to have
dN/dS < 1 or dN/dS = 1, that is, all sites are either evolving neutrally
or are under purifying selection. In the alternative model, another site
class is added, such that some proportion of sites are fit by the model to
have evolved with dN/dS > 1 [41, 42]. For example, in the test between
the so-called models M7a and M8, the sequences are first fit with model
M7a, under which they are partitioned into seven site classes (one with
dN/dS = 1 and six with dN/dS < 1) with dN/dS values for the sites
following a β distribution. Next, the same data is fit to model M8, which
adds an eighth site class allowing for dN/dS > 1. A likelihood ratio test
of the models then determines whether adding adaptive selection to the
model can explain the data significantly better. Complementary Bayesian
methods have also been proposed to make a posteriori inferences about
the specific codons that have been under adaptive selection [41–43].

The advantage of these tests over the simple calculation of dN/dS is
that they allow individual sites to evolve at different rates; calculating a
single dN/dS ratio for all sites requires a very strong trend of adaptive
selection to produce a value greater than one. Nevertheless, these meth-
ods of detecting adaptive selection still tend to have low power in general
[44]. In particular, they require sustained, strong adaptive selection to
have been acting on a codon during phylogenetic divergence, which may
be a rare event. Indeed, brief episodes of adaptive selection are more
likely to be the common case. In order to detect episodic adaptive se-
lection, multiple methods have been developed which allow evolution-
ary rates to vary not only between codons but also between phylogenetic
branches [45–47]. These methods have proven to have more power in de-
tecting adaptive selection and suggest that previous methods have led to a
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significant underestimation of the number of sites undergoing adaptation
[47, 48].

1.3 Mathematical representations of biological
systems

1.3.1 Networks

The most common tool in evolutionary research for the mathematical rep-
resentation of a system is the network, which is a structure that consists
of “nodes” and the “edges” that connect them. In biology, proteins are
typically encoded as the nodes and edges represent physical interactions
between them. Depending on the system in question, a variety of types of
interactions might be used: physical, protein-protein interactions; shared
metabolites; or regulatory relationships, for example. In a graphical rep-
resentation of the network, the nodes will often be circles and the edges
will be drawn as lines connecting them (Figure 1.1). Importantly, repre-
senting a system in this way allows a quantitative characterization of both
the topology of the network as a whole and of the position of individual
nodes in the network.

Of particular interest in the study of molecular evolution are the node-
specific properties. Several node metrics exist. Perhaps the most com-
monly encountered measurement is node connectivity, also known as “de-
gree”, which is simply a count of the number of edges associated with a
node. In biological terms, this measures the number of interactions in
the system that include a given protein. Other useful properties include
a variety of different measurements of centrality, particularly closeness
centrality and betweenness centrality. Both depend on the notion of a
shortest path, which is a minimal sequence of nodes that connect two
nodes of interest.

Betweenness centrality is calculated as the number of shortest paths
that pass through a node [49]:
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Figure 1.1: A typical network representation of a molecular system, in this case
the visual phototransduction system (Chapter 3). Nodes (circles) represent pro-
teins and edges (lines) represent interactions between the proteins.
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cB(v) =
∑
s,t∈N

σ(s, t|v)

σ(s, t)
(1.2)

where v is the node of interest, s and t are two other nodes in the
network N, σ(s, t) is the total number of shortest paths between s and t,
and σ(s, t|v) is the total number of shortest paths between s and t that
pass through v. A high betweenness centrality score indicates that the
node acts as a sort of “information bridge” in the network.

Closeness centrality, on the other hand is the reciprocal of the sum of
the shortest path distances between a node and all the other nodes in the
network [49]:

cC(v) =
n− 1∑n

u=1 d(v, u)
(1.3)

where n is the number of nodes in the network and d(v, u) is the short-
est path distance between nodes v and u. Closeness centrality may be
thought of in terms similar to the common-language usage of the word
“central”, in that a central node is on average closer to most of the other
nodes.

1.3.2 Dynamic models
Less commonly used in the study of evolution are dynamic models of
biochemical systems. Under this paradigm, a mathematical model is con-
structed that can simulate known system dynamics. It can thus serve as
a test of the breadth of knowledge of a system: a model is built to in-
clude known reactions and if the simulations it produces are accurate, it
is likely that the primary mechanisms of the system are well-understood.
Where a model falls short, it points to potential gaps in our knowledge or
shortcomings in the mathematical implementation.

A primary choice in building a model is whether to aim for determin-
istic or stochastic simulation of molecular activities. In the former case,
reactions are described by a system of differential equations that track the
concentrations of the various molecules in the system. At any time point
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in the simulation, it is possible to calculate the exact concentrations at the
next instant. Stochastic simulation, on the other hand, is performed by
considering the probability of molecular events and randomly determin-
ing the time and nature of the next reaction to occur. Thus, at any time
point, one can only know what concentrations are likely at the next in-
stant. Stochastic models are necessary for accurately simulating dynam-
ics at low molecular counts, where the probability of encounter between
two molecules becomes significant. For considering large-scale dynamic
trends across a system, deterministic models are often sufficient. In this
thesis, attention will be given to deterministic modeling, thus stochastic
modeling will not be addressed further.

In building a deterministic model, the specific chemical rate law used
will determine the mathematical formulation of a reaction. A common
rate law is the law of mass action, in which a reaction occurs at a rate pro-
portional to the product of the concentrations of the participating mole-
cules. Thus, the reversible reaction A + B −−⇀↽−− A · B would occur at a
forward rate of kf [A][B] and at a reverse rate of kr[AB] for some rate
constants kf and kr. A mathematical model of this reaction would track
the concentrations of A, B and A · B via a system of differential equa-
tions:

d[A]

dt
= −kf [A][B] + kr[AB]

d[B]

dt
= −kf [A][B] + kr[AB]

d[AB]

dt
= kf [A][B]− kr[AB]

(1.4)

Were the system to include more reactions, particularly others that
produce or consume reactants A, B or A · B, the above equations would
include terms for each reaction in which the specific molecule partici-
pates. Therefore, a general equation for the change in the concentration
of some molecule X over time is [50]:
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d[X]

dt
= synthesis− degradation− phosphorylation

+ dephosphorylation− binding + release, etc.
(1.5)

1.4 Network analyses of molecular evolution

1.4.1 System-level analyses
To date, studies of molecular evolution in the context of complex sys-
tems have focused on the use of networks. While relationships between
molecular evolutionary histories and system topology have been routinely
described, the particular patterns appear to vary from system to system.
Much of the past research has utilized systems with largely linear struc-
tures, which permits the notion of “upstream” and “downstream” pro-
teins. Several studies on plant metabolic pathways suggested that genes
encoding upstream proteins tend to be under stronger evolutionary con-
straint (low dN/dS ratios) [3, 4, 7, 8, 10]. When similar methods were
used to characterize linear signaling pathways, the results were contra-
dictory: while the case of the Ras-mediated signal transduction pathway
in Drosophila species confirmed past results that upstream proteins are
more evolutionarily constrained [5]; multiple studies on the insulin/TOR
pathway, on the other hand, found dN/dS ratios to decrease along the
upstream-downstream axis in both Drosophila [11, 51] and across sev-
eral vertebrate species [13]. A similar trend in the strength of purifying
selection at downstream proteins was also described for the primate N-
glycosylation pathway [12].

Branch points in metabolic pathways have also been shown to be sites
of differential targeting by natural selection. In particular, they have been
described to be both under stronger purifying selection [9] and more likely
to be targets of adaptive selection [6]. Results from a study of patterns of
evolution in the N-glycosylation pathway of humans lent further support
to the notion that branch points are likely targets of adaptive selection
[15].
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Finally, measurements of network topology have been implicated in
defining patterns of molecular evolution as well. In the previously de-
scribed study of primate N-glycosylation, it was found that the correla-
tion between dN/dS and pathway position was confounded by a correla-
tion between dN and node connectivity, a covariate of position [12]. In an
investigation into the evolution of the insulin/TOR signaling pathway in
human populations, it was found that genes encoding proteins with higher
connectivity, closeness centrality and betweenness centrality were more
likely targets of adaptive selection, while position in the pathway had no
effect [14].

1.4.2 Interactome-level analyses

Results on molecular evolutionary patterns on the interactome level have
been similarly controversial. An initial study on the interaction network
of Saccharomyces cerevisiae described a negative correlation between the
connectivity of proteins and evolutionary rates [17]; thus, it was con-
cluded tht the well-connected “hubs” of the network are more constrained
in their evolution. These results were quickly called into question and they
were shown to be strongly dependent on a small percentage of highly
connected, highly conserved proteins [18]. This criticism prompted the
original authors to expand the network and the phylogeny used in order to
reconfirm their findings [19]. A strong bias in the method towards count-
ing more interactions for abundant proteins was later described, which
once again eliminated any correlations between evolutionary rates and in-
teractome network measurements [21].

Later research into the relationship between interactome topology and
molecular evolution proved more promising. In a comparison of the
protein-protein interaction networks for three eukaryotic species, it was
found that connectivity and centrality, particularly betweenness central-
ity, were both significant, negative correlates of dN/dS [22]. This result
was corroborated in a later study using the Arabidopsis thaliana interac-
tome [26]. Furthermore, it was found that proteins at the periphery of the
human protein-protein interaction network were more likely to be targets
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of positive selection [23]. Thus, it would appear that central proteins are
strongly conserved while innovation occurs at the periphery.

In addition to protein-protein interaction networks, other systems were
considered. Two investigations into the influence of the structure of the
whole metabolic network found that central and highly connected en-
zymes are more evolutionarily constrained in yeast [24] while enzymes
residing at metabolic branch points were under stronger purifying selec-
tion in Drosophila species [25]. Finally, the hierarchical nature of cel-
lular signaling was considered and it was found that dN/dS values de-
crease downstream along the signal flow from the extracellular space to
the nucleus [27, 28], however this effect disappears when accounting for
confounding factors such as expression level and connectivity [27].

1.4.3 Summary of evolutionary network studies

Taken together, these results clearly indicate that there is, indeed, a re-
lationship between the topology of biochemical interactions in the cell
and molecular evolutionary patterns, however universal patterns remain
elusive. A particularly interesting question is whether the interactome-
or system-level perspective is more relevant to address these questions.
It can be argued that, because it ostensibly includes all of the protein
interactions occurring in the organism, the interactome should be more
relevant in drawing a connection between molecular and phenotypic evo-
lution. However, the very fact that there are several published studies,
in which effectively the same overall methodologies were used, but from
which different results were found, indicates a fundamental problem with
this line of research. Namely, such research is highly dependent upon
having accurate whole-proteome interaction networks in order to make
consistent conclusions. Nevertheless, the concordance between the more
recent interactome-level studies indicates that robust, universal patterns
of molecular evolution are likely to be found.

System-level studies, on the other hand, offer high-confidence net-
works derived from detailed biochemical knowledge rather than from
high-throughput methods. Unfortunately, it would appear that no gen-
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eral principles are to be found in such systems due to the unique selective
pressures imposed on each by the environment. Nevertheless, it remains
important to characterize the molecular evolutionary patterns in many sys-
tems in order to understand the full suite of patterns to be found. Ideally,
interactome-scale patterns of molecular evolution will be found that can
also account for the varied results from studies on individual systems; this
depends upon an ever-higher resolution of the molecular interactions that
occur within the organism and a clearer understanding of their modular
organization.

1.5 Visual phototransduction

The particular system of interest in this thesis is the visual phototrans-
duction pathway. Phototransduction is the biochemical process by which
a light stimulus is converted into a neuronal response. In vertebrates, it
occurs in the rod and cone photoreceptor cells of the retina. These two
cell types mediate different aspects of vision. The highly sensitive rod
cells are primarily active under scotopic, or low-light, conditions, owing
to their ability to detect and amplify a response from even a single photon
of light. However, rods saturate and become unable to generate further
responses during prolonged, bright stimuli. Cone photoreceptors, on the
other hand, do not saturate in bright light and thus mediate vision under
photopic, or bright-light, conditions. Rods and cones are differentiated by
their morphology, their electrophysiology, their opsin receptors, and the
proteins associated with their phototransduction cascade [52].

1.5.1 Biochemical description

A long history of research into the chemical mechanisms of phototrans-
duction, beginning in the 1870’s with the first description of rhodopsin
and flourishing from the 1970’s through the present, has resulted in a
highly detailed body of knowledge [53]. Signal transduction proceeds in
a similar manner in both rod and cone cells, however most of the pro-
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teins involved have rod- and cone-specific isoforms. Of the two, the rod-
specific pathway is particularly well-studied. Research on cone photo-
transduction, on the other hand, has been hampered by the relatively low
cone-to-rod ratio of mammalian retinas and the fragility of the cone cells
[53]. In recent years, however, the zebrafish (Danio rerio) has emerged
as an excellent model for the study of cone vision, due not only to its
cone-dominated retina but also to the late onset of rod-mediated vision
during development [54]. Thus, our knowledge of the mechanisms of
cone phototransduction is quickly expanding.

Phototransduction is a prototypical G-protein signaling pathway and
the rod-specific pathway is perhaps one of the best studied pathways of
this class (Figure 1.2). For a detailed description of the mechanisms of
the pathway, see the reviews by Pugh Jr and Lamb [55] or Yau and Hardie
[56]. In short, the response is initiated by the absorption of a light stimulus
by a visual chromophore associated with an opsin receptor, converting
the receptor into an active form (R*). R* next binds the heterotrimeric
G-protein transducin (Gt) and catalyzes the release of GDP from Gt. Gt
is then free to bind GTP, which causes the dissociation of the the GTP-
bound, active α subunit (G*

tα) from the heterotrimer [57]. G*
tα binds and

activates phosphodiesterase (PDE), causing it to hydrolyze cyclic GMP
(cGMP) to GMP [58, 59]. Decreasing cGMP concentrations result in
the closure of cGMP-gated ion channels that are open in the darkness,
preventing the influx of calcium (Ca2+) and sodium (Na+) ions through
the channels. Meanwhile, Ca2+ and potassium (K+) ions are constantly
extruded in exchange for Na+ ions by a Na+/Ca2+ K+ ion exchanger [60,
61]. This leads to a drop in the cytoplasmic Ca2+ concentration and the
subsequent hyperpolarization of the cell, initiating the neuronal response.

Several concurrent processes act to deactivate the pathway, in order
to prepare it to transduce another stimulus. Falling Ca2+ concentrations
induce a conformational transition in the protein recoverin (Rec) [62],
causing it to dissociate from rhodopsin kinase (RK) [63, 64]. Free RK
binds R* and phosphorylates it, with each R* supporting multiple phos-
phates [65–67]. The sequential addition of phosphates to R* induces a
step-wise reduction in the affinity of both Gt [68] and RK [69] for it
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while increasing the affinity of arrestin (Arr) for it [68, 70]. Arr disso-
ciates from homodimeric and homotetrameric storage forms to bind R*,
capping it and preventing the further activation of the pathway [71–73].
The light-sensitive chromophore is released from R* and carried out of
the photoreceptor for recycling. Meanwhile, a regulator of G-protein sig-
naling (RGS9-1) binds the G*

tα · PDE complex and accelerates the innate
GTPase functionality of G*

tα, leading to the deactivation of the complex
and the reformation of the Gt heterotrimer [74]. Finally, low Ca2+ con-
centrations cause the activation of guanylate-cyclase activating proteins
(GCAPs), inducing rapid resynthesis of cGMP by guanylate cyclases and
the subsequent re-opening of the cGMP-gated ion channels [75].

1.5.2 Dynamic models

The wealth of biochemical data available on phototransduction has re-
sulted in a rich history of mathematical modeling of the photoresponse.
An early effort by Forti et al. [76] included the basic mechanisms of signal
amplification as well as a detailed representation of Na+, Ca2+ and cGMP
dynamics. Modeling of the second messenger dynamics was further em-
ployed by Pugh Jr and Lamb [77] to confirm contemporary hypotheses
about the system. Lamb and Pugh Jr [78] also developed a much more de-
tailed account of the activation steps of the signaling pathway. Addition-
ally, efforts were made to stochastically simulate the initial interactions
between R* and Gt and the generation of activated PDE, which provided
a more realistic view of the molecular interactions, particularly under the
single-photon response paradigm [79, 80]. By 1996, the amplification
dynamics were largely resolved [81], however the recovery mechanisms
remained elusive. A seminal book chapter by Pugh Jr and Lamb [55]
served to compile the previous modeling efforts, accurately covering sig-
nal amplification and second messenger dynamics, while also providing
basic signal deactivation mechanisms.

Building upon the stochastic work of Lamb [79] and Felber et al. [80]
a more comprehensive model of the pathway was built to include RK-
mediatated deactivation of R* that could accurately reproduce the single
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photon response [82]. The model eschewed the previous models’ two-
dimensional protein diffusion in favor of more detailed reactions occur-
ring in a well-mixed substrate. The model also explicitly linked PDE
activation to the downstream Ca2+ and cGMP dynamics. This model was
later adapted to further simulate responses to bright flashes in addition to
the stochastic dim-light responses [83]. Dell’Orco et al. [84] significantly
extended the model of Hamer et al. [83] to include accurate PDE deac-
tivation via RGS9-1; a reaction for the reformation of Gt from the sepa-
rate subunits; a reaction for the reconstitution of deactivated rhodopsin;
and reactions for the slow activation of the cascade by the deactivated,
chromophore-free receptor (Figure 1.3). The model was then used to per-
form robust simulations of light-adaptation, including the simulation of a
variety of mutant conditions. The model of Dell’Orco et al. [84] has been
further expanded in this thesis in Chapter 4 and converted to fit mam-
malian biochemical and electrophysiological data in Chapter 5.

Recently, attention has been given to modeling the influence of the
spatial structure of the photoreceptor on the dynamics of the photore-
sponse. Initial work produced a detailed model of the diffusion of the sec-
ond messengers cGMP and Ca2+ during a single-photon response, which
demonstrated the importance of local changes to cGMP concentration and
localization of the membrane current [85–87]. The modeled structure of
the photoreceptor was further refined to include incisures in the rod outer
segment disk membranes where phototransduction occurs, demonstrating
that these features both act as cytoplasmic tunnels for the diffusion of the
second messengers as well as to limit the diffusion of signaling proteins
along the disk, effectively localizing the single photon response to a lim-
ited region of the photoreceptor [88].

1.5.3 Molecular evolution

A primary focus in the study of the evolution of the proteins of the photo-
transduction system has been on the evolution of the opsins [89–93]. Par-
ticularly, the specific repertoire of expressed opsins has evolved to vary
between vertebrate lineages. Five families of opsins have been described:
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Figure 1.3: The reaction network of a comprehensive dynamic model of photo-
transduction as implemented by Dell’Orco et al. [84].
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RH1, RH2, SWS1, SWS2 and M/LWS [52]. Opsin suites that include
representatives from all five known families have been found in some, but
not all, species of teleost fish, amphibians, reptiles and birds [52]. Mam-
malian species are therefore notable in their distinct lack of opsins. Most
mammalian species only carry three opsins: rhodopsin (from the RH1
family), one M/LWS (“red/green”) opsin and one SWS1 (“blue”) opsin
and are thus dichromats (capable of interpolating between two colors)
[52]. It is thought that, because of the nocturnal nature of early mammals,
two opsin genes were lost due to a lack of selective pressure to maintain
them [93]. A duplication event in the M/LWS opsin gene during the di-
vergence of Old World apes and the subsequent functional divergence of
the copy resulted in a fourth opsin type and trichromatic vision for these
species [31]. When considering the sequence evolution of opsins, the
most frequently cited sites of adaptive selection events are those that de-
termine the spectral tuning of the receptor, that is, the wavelength of light
that causes maximal absorption of the stimulus. To date, a great number of
studies have been published describing selection at spectral tuning sites,
particularly at amino acids near the retinylidene Schiff’s base counterion
[94–103].

Less attention has been given to the molecular evolution of the down-
stream phototransduction proteins. Hisatomi and Tokunaga [104] con-
structed phylogenetic trees of eight phototransduction gene families aside
from the opsins, and demonstrated that most of the trees show two clades,
representing the rod and cone isoforms. They speculated that the dif-
ference in dynamic characteristics of the cone and rod phototransduction
pathways were likely due to the molecular differences that have evolved
between these isoforms and that these proteins have evolved as a sys-
tem. This work was later expanded upon to include thirteen gene fam-
ilies [105]. The existence of cone and rod isoforms of the proteins was
attributed to two whole-genome duplications (tetraploidizations) that oc-
curred early in the vertebrate divergence. It was found that ten out of
the thirteen families gained new members during these tetraploidization
events. The other three families also underwent duplication events around
the same period, however it is less clear that these were due to the genome
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doublings. Finally, in a recent study, human SNP genotyping data for
twenty phototransduction genes was used to detect signatures of adaptive
selection [106]. Of the twenty genes considered, six showed significant
signals: RGS9, encoding RGS9-1; GNB1, encoding the β subunit of rod
Gt, Gtβ; GNAT1, encoding rod Gtα; RHO, encoding rhodopsin; PDE6G,
encoding the γ subunit of rod PDE, PDEγ; and SLC24A1, encoding the
Na+/Ca2+ K+ ion exchanger.

In summary, while it is clear that the spectral tuning of the opsins
presents a trait that is of evolutionary relevance, past results indicate that
the other proteins comprised by the phototransduction pathway deserve
closer attention. In particular, though we now have a clear picture of
the phylogenetic diversity of these proteins in vertebrates, we have less
information on recent evolutionary trends. Furthermore, while Hisatomi
and Tokunaga [104] speculated that the specific dynamic properties of the
proteins and their participation in the system have influenced their evolu-
tion, no further analysis of these hypotheses was done. In this light, this
thesis presents a comprehensive dataset of recent molecular evolutionary
rates in phototransduction genes as well as results explaining the system
determinants of these rates in Chapters 3 and 6.
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Chapter 2

OBJECTIVES

This work has two main objectives. The primary aim is to gain a better
understanding of the evolutionary forces that have acted on the proteins
of the phototransduction pathway during the mammalian divergence, par-
ticularly with regard to their evolution as a system. In order to accomplish
this aim, robust system-level descriptions of the pathway were required.
Thus, a second objective arose to contribute to and improve an existing
mathematical model of phototransduction.

2.1 System-level evolutionary analysis of pho-
totransduction

A thorough analysis of the evolutionary histories of the proteins of the
phototransduction pathway was performed in order to fill an important
gap in our understanding of these proteins, especially given the dearth of
evolutionary data on the downstream phototransduction proteins. In addi-
tion to giving a more complete understanding of the evolution on vision,
these results will also provide general insight into the selective constraints
acting on proteins of signaling pathways, particularly of the G-protein sig-
naling cascades.

While several analyses of system-level patterns of molecular evolu-
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tionary rates have been performed, the focus has been predominantly on
linear and branched pathways. The phototransduction pathway, on the
other hand, has a more complex structure given by its parallel recovery
and feedback processes. Thus, a network-based, molecular evolutionary
analysis of phototransduction would be an excellent contribution to the
field. To this end, the pathway was encoded as a protein-protein interac-
tion network and the relationship between the evolutionary rates and the
network topology was described (Chapter 3).

The phototransduction process is highly dynamic. It is easy to con-
ceive of the fitness advantages of effective signal amplification and effi-
cient signal recovery. One would expect that the proteins that have the
potential to greatly disrupt these dynamics would be strongly constrained
in their evolution. In order to test this hypothesis and to determine how
these dynamics have influenced natural selection, a novel method for an-
alyzing the system-level determinants of molecular evolutionary rates is
presented in Chapter 6. Whereas the network method captures the topol-
ogy of the interactions between proteins, the method presented herein
employs a mathematical model of the system in order to ascertain the
influence of these interactions on the dynamics of the system.

2.2 Modeling of the phototransduction system

As evidenced by the model-based evolutionary research presented in Chap-
ter 6, a robust, comprehensive mathematical model of the phototransduc-
tion pathway can be an useful tool in the study of this system. To this end,
the amphibian phototransduction model of Dell’Orco et al. [84] was fur-
ther extended in Chapter 4 to include more recent biochemical findings.
The chief purpose of this model was to provide the most comprehensive
coverage of the phototransduction reaction network in a dynamic model
to-date, to be used in biochemical research. As a proof of principle, this
model was used to compile and verify what is known about the complex
dynamics of the recovery phase of the photoresponse, which, as seen in
Chapter 6, have the greatest influence on the overall shape of the response.
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While much of the past comprehensive modeling efforts have been
based on amphibian biochemical and electrophysiological data, a major-
ity of modern vision research is performed using mammalian species,
particularly mice. Previous amphibian models were shown to produce
qualitatively accurate simulations of the mouse photoresponse, however
a quantitatively predictive model of the murine response would be ex-
tremely useful. To this end, the updated amphibian model was then con-
verted to fit mammalian data in Chapter 5. While an immediate purpose of
this mammalian model was its use in the evolutionary analysis of Chapter
6, it is also intended to be an important tool in the biochemical investiga-
tion of phototransduction.

The comprehensive nature of the models allows them to be used in
hypothesis formation for future biochemical research. To demonstrate
this, they have been shown to robustly predict the effects of several mu-
tant conditions and thus may be used to explore probable phenotypic ef-
fects of mutations before the expensive generation and maintenance of
experimental animal lines. Additionally, as demonstrated in Chapter 4,
the models can assist in the prediction of the system effects of molecular
mechanisms that may be difficult to detect in the laboratory.

Furthermore, it is quite common for research articles on specific mech-
anisms of phototransduction to include small, purpose-built models of the
mechanisms in question (e.g. [107, 108]). While these often perform
well for the limited scope of the article, they “average out” potentially
interesting interactions with other parts of the system by simplifying the
other reactions. The inherently modular nature of the models presented in
this thesis allows new mechanisms to be inserted without disrupting the
overall model behavior. Thus, a goal is to provide these models to other
researchers to simulate specific functions of interest without the need to
re-develop a redundant model of the rest of the pathway.

Lastly, the maintenance of a comprehensive model of the phototrans-
duction system provides an ongoing, quantitative assessment of the breadth
and depth of our knowledge of its underlying mechanisms. When the
model fails to predict a known behavior, it points to a shortcoming in the
implementation. By being confident that all known reactions are present
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in the model and that all parameter values are realistic, we can be reason-
ably sure that this shortcoming represents a gap in our knowledge of the
system. We aimed to use these models in such a way to identify poten-
tially unknown mechanisms of phototransduction. This can help deter-
mine future directions of research. As new reactions are uncovered and
physiological parameter values are measured, the model can be updated
and retested. It is thus intended that these models be continually devel-
oped as new data on the phototransduction system is presented.
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Part II

Results
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Then the dark began to go in smooth,
bright shapes. . .

The Sound and the Fury
WILLIAM FAULKNER
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Abstract

Vertebrate visual phototransduction is perhaps the most well-
studied G-protein signaling pathway. A wealth of available
biochemical and electrophysiological data has resulted a rich
history of mathematical modeling of the system. However,
while the most comprehensive models have relied upon am-
phibian biochemical and electrophysiological data, modern
research typically employs mammalian species, particularly
mice, which exhibit significantly faster dynamics. In this
work, we present an adaptation of a previously published,
comprehensive model of amphibian phototransduction that
can produce quantitatively accurate simulations of the mam-
malian photoresponse. We demonstrate the ability of the model
to predict responses to a wide range of stimuli and under a va-
riety of mutant conditions. Finally, we discuss features of the
photoresponse that the model fails to accurately simulate and
the possible sources of these discrepancies.
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5.1 Introduction

Visual phototransduction is the biochemical process by which a light
stimulus is translated into a neuronal signal. The response is triggered
by the absorption of photons of light by visual pigments, which then ac-
tivate a prototypical G-protein signaling cascade [53, 55]. The first steps
of phototransduction involve the binding of the heterotrimeric G-protein
transducin (Gt) to the activated receptor, rhodopsin (R*). R* catalyzes the
exchange of GTP for GDP bound to Gt, which results in the dissocia-
tion of the R* · Gt complex and the further dissociation of the Gtα subunit
from the Gt heterotrimer. Gtα is then free to bind and activate a phospho-
diesterase (PDE), resulting in the hydrolysis of intracellular cGMP. This
leads to the closure of cGMP-gated ion channels and a subsequent drop in
the intracellular Ca2+ concentration, and a consequent hyper-polarization
of the cell membrane.

Deactivation of the pathway consists of several concurrent mecha-
nisms. Decreasing Ca2+ concentrations induce a change in conformation
of the protein recoverin (Rec), causing it to dissociate from rhodopsin
kinase (RK). The kinase is then free to bind and phosphorylate R*. In-
creasing phosphorylation levels of R* lead to decreased binding affinities
of both RK and Gt for it, while the affinity of Arrestin (Arr) for R* in-
creases. Arr dissociates from its homo-dimeric and homo-tetrameric stor-
age form to bind R*, preventing further activation of the pathway and ef-
fecting the release and recycling of the light-sensitive chromophore from
the receptor. Meanwhile, the regulating protein RGS9-1 binds the ac-
tivated Gtα · PDE complex and stimulates the innate GTPase activity of
Gtα, resulting in the deactivation and dissociation of the complex. Finally,
decreasing Ca2+ concentrations trigger the activity of two guanylate cy-
clase activating proteins (GCAPs), which cause guanylate cyclases (GCs)
to synthesize cGMP at higher rates. This leads to the re-opening of the
cGMP-gated ion channels.

The rod photoreceptor exhibits the ability to respond to stimuli across
several orders of magnitude of intensity, including the detection of single
photons. At low light intensities, activation requires efficient and effec-
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tive signal amplification. Saturating stimuli, on the other hand, neces-
sitate rapid recovery to allow the continued detection of light. Overly
effective recovery mechanisms, however, would threaten to quench dim-
light responses before they are sufficiently amplified. Thus, recovery is
tightly controlled by parallel negative-feedback mechanisms, including
Ca2+-mediated feedback on GCAPs activity [75, 174–176] and on Rec
regulation of RK [63, 64, 142, 143, 145, 158]. These serve to ramp up
signal recovery to more intense stimuli without extinguishing dim-light
responses. The result is an exquisitely balanced, but dynamically com-
plex system.

In the past decade, an ongoing effort has been made to produce a
comprehensive model of visual phototransduction in rod photoreceptor
cells [82–84, 177]. The model to-date has been built to include nearly
all of the known mechanisms involved in phototransduction. It has been
constructed according to a bottom-up strategy, in which detailed repre-
sentations of the underlying reactions are implemented according to the
law of mass-action, eschewing high-level, empirical kinetic models [152].
This model has proven to be very successful in reproducing a variety of
mutant conditions in many of the underlying proteins [84, 177]. Further-
more, it has been used to make novel predictions of the dynamical role of
a homo-oligomerization mechanism of Arr [177].

Although the model parameters were fit using biochemical and elec-
trophysiological data culled from experiments on amphibians, it was found
to produce qualitatively accurate simulations of experiments originally
performed in mice, despite the approximately ten-fold slower dynamics in
amphibians [84, 177]. Because modern vision research most commonly
employs the mouse visual system, it would be valuable to have a model
that can also produce quantitatively accurate simulations of it. To this
end, we have adapted the most recent version of the amphibian model
by Invergo et al. [177] in order to simulate murine electrophysiological
data. This was accomplished both through the integration of previously
published parameter values and through the use of informed tuning and
estimation techniques for unknown values. The resulting model provides
accurate reproductions of the mouse visual response under a range of con-
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ditions and stimuli, while pointing to potential gaps in our knowledge of
the phototransduction system.

5.2 Methods

5.2.1 Model Implementation
The unaltered reaction network of Invergo et al. [177] was used to con-
struct the model (Table S5, page 193). It consists of a system of ordi-
nary differential equations for 96 reactions, deterministically tracking the
time evolution of 76 molecular species using 62 parameters. It was imple-
mented using SBTOOLBOX2 for MATLAB (http://www.sbtoolbox2.
org) [171]. Model files in SBTOOLBOX2 or SBML formats are avail-
able upon request. All numerical simulations and parameter estimation
were carried out in this framework. Deterministic simulations were run
from automatically generated and compiled C-code models, based on
the CVODE integrator from SUNDIALS [172]. Simulated light stimu-
lus intensities in units of R∗/s were approximated from published values
described in units of photons µm−2 using a collecting area of 0.43 µm2

[154].

5.2.2 Parameter Determination
Parameters values were retrieved or approximated from the literature when
possible. In cases where the true parameter values were unknown, they
were either manually tuned to meet experimental expectations or they
were estimated through parameter optimization techniques. Parameter
estimation was done using a combination of the Nelder-Mead Simplex
method for local optimization and a particle swarm method for global
optimization [170]. Optimization was performed against published elec-
trophysiological data of the responses of a three-month-old mouse of
the B6D2F1/J strain, which is a F1 hybrid between the C57BL/6J and
DBA/2J strains [178]. After estimation, parameter values were held fixed
in all subsequent simulation experiments.
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Amplification parameters

The model parameters related to the Gt · R* interaction required signifi-
cant modification to adapt the model to mammalian data (Table S6, page
195). The parameters controlling the Gtα-PDE interaction, on the other
hand, were left unchanged due to their insignificant effect on the model
dynamics (see Dell’Orco et al. [84] for a global parameter sensitivity anal-
ysis). Because the true values of the Gt-R

* rate parameters are unknown,
they were manually tuned to result in the expected rate of Gtα production
per R* per second, as was done in the original formulation of the amphib-
ian model [83]. This rate can be estimated according to the following
relationship [55]:

A = vRG cGE βsub ncG (5.1)

whereA is the amplification constant, estimated to be 5 to 10 s−2; vRG
is the rate of Gtα production per R* per second, to be estimated; cGE is the
coupling efficiency of Gtα to PDE, which, due to the relative insensitiv-
ity of the PDE-activation-related parameters, is approximately unity; ncG
is the Hill coefficient of the cGMP channel activation, which was man-
ually tuned to 3.8; and βsub is the rate constant of cGMP hydrolysis per
activated PDE subunit. βsub may be approximated as follows [78]:

βsub =
1
2
kcat/Km

NAv Vcyto BcG

(5.2)

kcat is the turnover rate of a doubly-activated PDE holomer, estimated
to be 1200 to 3500 s−1 [179]; Km is the Michaelis constant of cGMP hy-
drolysis by PDE, estimated to be 17 to 23 µM [179]; NAv is Avogadro’s
constant; Vcyto is the rod outer segment volume, calculated to be approx-
imately 0.039 16 pL for the mouse used in the model fitting [178]; and
BcG is the buffering power of the cytoplasm for cGMP, which is approx-
imately 2 [55].

It was determined that an amplification constant of 10 s−2 was re-
quired to fit the data. The ratio kcat/Km was maximized according to the
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reported ranges for the two parameters, resulting in a βsub of 2.1826× 10−3 s−1

and a vRG of 1206 s−1. The maximal rate of Gtα production per activated
receptor has been reported to be approximately 1290 /R∗s [180]. There-
fore, this estimate of vRG is reasonable. The Gt-related parameters in the
model were then manually tuned to approximate this rate of Gtα produc-
tion (Table S6).

Recovery Parameters

The basal binding rates of RK and Arr to R* required re-tuning to fit
mammalian recovery dynamics (Table S7, page 197). It was previously
reported that a linear decrease in the affinity of RK for R* provided a
better, less sensitive fit to the amphibian electrophysiological data [177].
In the present model, it was found that such a linear relationship resulted
in a poor prediction of the signal responses of a Rec-knockout animal.
In particular, it resulted in RK out-competing Gt for binding R* and the
subsequent full phosphorylation of the receptor before Gt could bind and
activate the pathway; this was manifested as a significantly delayed and
attenuated peak signal response. By reverting the RK · R* relationship to
an exponential one and by setting the exponent to a greater value than was
previously used (see Dell’Orco et al. [84]), this problem was alleviated.

The basal rate of RK-R* binding was tuned according to the original
estimation by Hamer et al. [83], such that RKdark kRK10 = 100s−1, or
100 /R∗s, where RKdark is the quantity of free RK molecules in the dark.
According to a steady-state analysis, RKdark is 580, thus kRK10 was set
to 0.1724 s−1. The rates of phosphorylation and the following dissociation
of the RK-R* complex were required to be approximately ten-fold faster
than in the amphibian model (Table S7). Parameters determining the rate
of the RK-Rec interaction required no changes.

The Arr-R* interaction required significant re-tuning (Table S7). In
particular, the binding and dissociation rates were required to be several
orders of magnitude faster than in the amphibian model. Hamer et al. [83]
predicted the basal rate of Arr-R* binding to be 0.25 /R∗s (Arrtot kArr =
0.25s−1). In the present model, with a initial, steady-state Arr monomer
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quantity of 1 260 760 molecules, determined by the parameters kA4 and
kA5, the resulting kArr of 1.9829× 10−7 s−1 was much too slow to fit
mammalian recovery times. A value of 9.9147× 10−6 s−1 (12.5 /R∗s) was
determined to be sufficient through initial estimation and subsequent man-
ual tuning.

The rate of dissociation of the Arr-R* complex prior to R* deactiva-
tion was manually tuned to approximate the equilibrium affinity constant
of 10 µM−1 reported by Gibson et al. [68]. Similarly, the rate of increase
of the affinity of Arr for R* with increasing phosphorylation of R* was
manually tuned to approximate the reported rate [68]. The equilibrium
constants may not accurately represent the physiological rate, however
they provided a good fit and were thus retained. The self-association rate
of Arr was also found by parameter estimation, while the self-dissociation
rate was manually tuned to approximate the measured equilibrium disso-
ciation constant of 60 µM of the reaction [72].

Finally, RGS9-1-mediated deactivation of the Gtα · PDE complex was
found to require a significantly faster rate, two orders of magnitude faster
than that of the amphibian model (Table S7). The rate constant for the
hydrolysis and dissociation of Gtα · PDE was set to 98 s−1 according to
Skiba et al. [181].

Ca2+ and cGMP regulation

The model was modified to accommodate the action of the two distinct
GCAPs, as previously implemented [75]. The rate of cGMP production
was changed to:

vf =
αmax

1 +

(
Ca2+free
Kc1

)m1
+

αmax

1 +

(
Ca2+free
Kc2

)m2
(5.3)

where αmax is the maximal rate of cGMP production by GC, 60 µM s−1

and is assumed to be the same for the activity of both GCAPs [182];
Kc1 (139 nM) and Kc2 (59 nM) are the Ca2+ concentrations at which the
GCAPs activity is half maximal, for GCAP1 and GCAP2, respectively
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[176]; and m1 and m2 are Hill coefficients for GCAP1 and GCAP2, re-
spectively, both with a value of 1.7 [176]. βdark, the dark rate of cGMP
hydrolysis, was given a value of 4.1 according to Gross et al. [108] and
cGMPdark, the concentration of cGMP in the dark, was found by steady-
state analysis (Table S8, 199).

Ca2+ regulation-related parameters were either culled from the litera-
ture or estimated by parameter estimation. See Table S8.

5.3 Results

5.3.1 Model validation
Model fitting was performed against single-cell recordings from a three-
month-old mouse of the B6D2F1/J strain of photoresponses to stimuli
ranging from 1.7 to 4630 photons µm−2 [178]. The resulting model suc-
cessfully reproduces the primary characteristics of the photoresponse to
both dim and saturating light flashes (Figure 5.1) and overall closely cor-
responds to the experimental data. In order to test the accuracy of the
model in reproducing the mechanisms of light adaptation, we simulated
and compared light flashes in the presence and in the absence of a steady,
non-saturating background illumination (Figure 5.2). Consistent with in
vivo experiments, we found a shortening of the saturation time in the pres-
ence of the steady illumination.

To further test the performance of the model, we simulated a variety of
mutant conditions that were previously used for model verification [177].
Overall, simulations produced with the model provide good correspon-
dence to experimental data. Decreasing RK activity via underexpression
results in the expected slowing of recovery to a dim flash stimulus (Figure
5.3 A) and the increase in saturation time (Tsat, the time spent at at least
90% of the peak amplitude) after a bright stimulus (Figure 5.3 B; com-
pare to Figure 4 in ref. [155]). Overexpression of the kinase did result
in a slight decrease in Tsat, which is not seen in experimental data [155],
however the exact reason for this discrepancy remains unclear [177].

The model also produces excellent predictions of the values of τrec
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Figure 5.1: Simulations of flash responses generated by a three-month-old
B6D2F1/J mouse. 20ms flash stimuli were delivered at time t = 0, with in-
tensities of 1.7, 4.8, 15.2, 39.4, 125, 444, 1406 and 4630 photons µm−2. Black
traces are of experimental data from Kolesnikov et al. [178]. Red traces are of
simulations using our model.
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Figure 5.2: Simulated responses to a saturating flash stimulus in the pres-
ence (dashed traces) and the absence (solid traces) of a steady, background
stimulus. Background stimuli were 81 photons µm−2 and resulted in the sta-
ble, non-saturating currents indicated by blue, horizontal traces. Flashes of
1590 photons µm−2 were delivered at t = 100. A) Wild-type simulations. B)
Simulated GCAPs knock-out, implemented by setting the parameters m1 and
m2 to zero. The background stimulus results in a slight reduction in saturation
time that is more pronounced in the mutant.
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(the time constant of an exponential fit to the second half of the recovery
from a dim flash stimulus) and τD (the slope of the increase in Tsat with
flash stimuli of logarithmically increasing intensities) and their experi-
mentally determined values (Figure 5.3 C & D) [155]. Both have been
measured to be approximately 250 ms for wild-type mice [155]. Sakurai
et al. [155] showed that τrec is slightly higher when RK is underexpressed
and moderately lower with overexpression, which the model accurately
captures. τD, on the other hand, is not expected to change with increasing
RK expression (however, three-fold overexpression may result in a small
decrease in τrec, as measured by Sakurai et al. [155] and reproduced by
our model). In our simulations, RK underexpression resulted in an unex-
pected, small increase in τD (Figure 5.3 D).

Removing Ca2+ feedback on RK by simulating a Rec knock-out mouse
results in lower peak amplitudes to dim flashes and a strongly reduced
Tsat. (Figure 5.4). A slight decrease in τD from 242 ms in the wild-type to
193 ms in the simulated knock-out is similar in magnitude to the decrease
seen in vivo of 184 ms to 154 ms [158]. The model captures well the sharp
peak and slowing rate of recovery to non-saturating stimuli exhibited by
the knock-out animals (see ref. [158] figure 2A). This effect is heavily
dependent upon the relationship of the affinities of Gt and RK for R* as
a function of the number of phosphates attached to the receptor. While
the amphibian model performed better with a linear decrease in affinity
of RK for R* [177], such a linear relationship in the mammalian model
led to full phosphorylation of the activated receptor followed by delayed
Gt binding at its minimal rate. In effect, RK would entirely out-compete
Gt for binding R*. By reverting to the previously implemented exponen-
tial relationship of RK affinity for R* [84], this binding competition effect
was eliminated. The true relationship between RK-R* affinity and R*

phosphorylation level remains unknown and the sensitivity of the model
to this relationship indicates that it is an important gap in the present un-
derstanding of phototransduction recovery dynamics.

Finally, it is currently understood that RGS9-1-mediated shutdown of
the effector PDE is the rate-limiting step in phototransduction recovery,
which previous simulations confirmed [177]. This was most convincingly
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Figure 5.3: The effects of varying RK expression on the photoresponse. A)
Normalized responses to a non-saturating flash ( 7R*). 0.3x underexpression
(dotted-dashed trace) results in a slowed recovery compared to wild-type (solid
trace). 3x overexpression (dashed trace) has a marginal effect. B) The time con-
stant of recovery, τrec, versus RK expression. C) Time spent in saturation (Tsat)
as a function of logarithmically increasing stimulus intensities. RK underexpres-
sion (open squares) results in an increase in Tsat compared to wild-type (open
circles). RK overexpression (stars) leads to a slight decrease in Tsat. The lines
show the least-squares best fit of the first four points, used in the determination
of τD D) τD, the slope of the relationship of Tsat with logarithmic stimulus in-
tensity, versus RK expression levels. Underexpression results in a small increase
in τD, while overexpression has no effect. Notice that τrec and τD are approxi-
mately equivalent for wild-type mice. 115
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Figure 5.4: Simulated responses of mice lacking Rec. A) Wild-type responses
to flash stimuli. Stimulus intensities were 11.8, 20.6, 42.8, 74.9, 139, 243,
504, 882 and 1690 photons µm−2. B) Rec knock-out responses. Stimulus in-
tensities were 12.8, 22.4, 46.5, 81.4, 151, 548, 960, 1840, 3230, 6700 and
11 700 photons µm−2. C) Saturation time as a function logarithmically increas-
ing stimulus intensities. Knocking-out Rec (open circles) results in a distinct
shift in saturation time relative to wild-type (stars).

demonstrated by Burns and Pugh [107], who showed that varying the
concentration of RGS9-1 has a strong effect on Tsat and τD influence
on the recovery dynamics. When the experiments of Burns and Pugh
[107] are simulated with our model, we find an excellent correspondence
with the published results (Figure 5.5). In particular, underexpression of
RGS9-1 leads not only to a strong increase in Tsat but it also results in a
notable increase in the slope, τD. Conversely, overexpression results in a
distinct drop in Tsat and a moderate decrease in τD.

5.3.2 Discrepancies with experimental data
A small discrepancy between the recovery dynamics of the dim and bright
flash stimulus paradigms is noticeable (Figure 5.1). In particular, the
peak amplitudes of dim-to-moderate intensity stimuli are slightly too high
while the saturation times in response to bright flashes are slightly too
short. It was determined that this is primarily affected by the shape of
the Ca2+ dependency of GC, as moderated by the GCAPs. Naive param-
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Figure 5.5: The relationship between saturation time and logarithmically in-
creasing stimulus intensity varies strongly with RGS9-1 expression. 0.2x under-
expression (X’s, dashed line) results in a strong increase in both saturation time
and the slope of the relationship compared to wild-type (open circles, solid line).
2x and 4x overexpression (stars, dotted-dashed line; open squares, dotted line,
respectively) leads to a moderate drop in saturation time and the slope.
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eter optimization showed that Kc1, the concentration of Ca2+ at which
GCAP1-mediated GC activity is half-maximal, would have to be 0.2 µM

or higher in order to properly fit the full range of responses. Given a Ca2+

dark concentration of 0.25 µM, as described by Woodruff et al. [183], this
value of Kc1 seems unlikely. However, this dark concentration of Ca2+

may be underestimated; confirmation of the physiological concentration
would resolve this. If a concentration of 0.25 µM is accurate, then it is
likely that the cGMP regulatory dynamics in the model are insufficient.

In measuring the effect of light adaptation on the photoresponse, we
found a shortening of the saturation time in the presence of a steady back-
ground illumination. However, the simulated effect was not as strong as
expected (Figure 5.2 A; see, e.g., figure 7C in ref. [184]). To determine
if cGMP regulation was responsible for this behavior, we performed the
same simulations with a model of a GCAPs knock-out animal, imple-
mented by setting the GCAPs Hill coefficients (parameters m1 and m2)
to zero (Figure 5.2 B). The effect of the steady background was slightly
stronger in the mutant, at least partially implicating the cGMP regulatory
dynamics in the discrepancy. It was found through parameter manipula-
tion that the R* deactivation dynamics also have a strong effect on this
characteristic of light adaptation. Slowing R* deactivation, through de-
creased RK or Arr activity, results in a larger gap between dark-adapted
and light-adapted saturation times for both wild-type and GCAPs knock-
out mutants, in line with experimental expectations. However, doing so
also results in these mechanisms having a stronger influence on the recov-
ery parameters τrec and τD, disrupting the model’s faithful reproduction
of other mutant scenarios. A satisfactory and realistic combination of pa-
rameters to resolve this could not be found. This finding, along with the
continued effect of RK overexpression on Tsat and the strong influence
of the nature of the R*-RK reaction affinity point to a possible unknown
mechanism regulating RK activity.
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5.4 Discussion

Visual phototransduction is a prototypical G-protein signaling pathway
that encompasses a wide variety of protein-protein interactions and com-
plex feedback mechanisms. To unravel its inner workings, a rich history
of modeling efforts has arisen around it. Much of the past modeling work
has been done through the integration of biochemical and electrophysi-
ological data of amphibian species, while a majority of modern experi-
mentation is done using the mouse visual system. We have adapted a pre-
viously published, comprehensive model of amphibian phototransduction
to fit murine electrophysiological data. This was accomplished via the
incorporation of parameter values that have been measured in vivo or in
vitro in mice or other mammalian species. When parameter values were
unknown, they were manually tuned to fit expected behavior or they were
estimated by parameter optimization techniques.

The resulting model accurately simulates responses to light stimuli
across several orders of magnitude. Furthermore, it has proven to predict
the responses of mutant conditions without further parameter tuning, indi-
cating that much of the model is well-resolved. Because it is constructed
in a bottom-up manner using the known reactions comprising the path-
way, cases in which the model performs poorly may point to gaps in our
knowledge. Theoretically, if we know all of the reactions and we have rea-
sonable estimates of the parameters, we can expect accurate simulations.
Where the simulations deviate from experimental data, we can deduce
that either some mechanisms are incomplete or missing, or some parame-
ter values are grossly inaccurate. In this way, the bottom-up approach is a
truer test of our mechanistic knowledge than traditional, empirical mod-
eling: rather than employing high-level measurements and mathematical
constructs to build a model that produces satisfactory simulations, we in-
stead compile the “building blocks” of what we know about the pathway
and verify whether they can sufficiently explain known system dynamics.
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5.4.1 Missing or unknown mechanisms

Previous iterations of the amphibian model, as well as the present mam-
malian one, have seen inaccurate results of simulating RK overexpres-
sion [84, 177], such that it incorrectly results in a decrease in Tsat. The
previous incorporation of a dynamic Arr-oligomerization mechanism par-
tially eliminated this effect [177], however some discrepancy with the in
vivo results remains. The model has been also found to be particularly
sensitive to the affinity relationship of RK for phosphorylated R* [177].
Furthermore, in the present work, we have found that the RK activity re-
quired to fit dark-adapted mammalian flash responses may be too fast to
accommodate expected light-adaptation behaviors. No realistic, satisfac-
tory combination of parameters could resolve this suite of inaccuracies.
Thus, one might speculate that a yet unknown mechanism moderating
RK activity exists. It is possible that further clarifying the effects of R*

phosphorylation and RK autophosphorylation on the R*-RK interaction
may resolve these discrepancies; our knowledge is currently limited to
only the unphosphorylated and fully phosphorylated states [69], leaving
the true relationship uncertain in a multi-step phosphorylation paradigm
[67, 82].

Furthermore, it is clear that the cGMP-regulatory mechanisms in the
model are insufficient, as evidenced by its short-comings presented herein.
Only one of the two GC isozymes is present in the model, when in fact
both exhibit different properties [176]. Unfortunately, we lack mechanis-
tic information on the putative switch between GC1 and GC2 functional-
ity in order to properly implement both cyclases in the model [75]. It is
also worth noting that cGMP regulation remains implemented according
to an empirical Hill equation rather than the desired, bottom-up repre-
sentation of the underlying reactions. While a recent detailed model of
cGMP kinetics in phototransduction using a similar Hill representation
showed excellent performance in predicting local spatio-temporal kinet-
ics, it was only used to simulate single-photon responses [108] and not
a full range of stimuli as we present here. A more accurate model, cap-
turing the complexities of the interactions of the two GCs and their Ca2+-
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sensitive regulation by the GCAPs, is necessary to improve the dynamics
of this important signal recovery mechanism.

Finally, at very dim stimulus intensities, down to a single photon, the
probability of two proteins encountering each other becomes an impor-
tant factor in the phototransduction response, as does the local saturation
of second messengers such as cGMP [108, 149]. Due to its deterministic
nature, our model cannot accurately simulate the single photon response
(SPR). Furthermore, the representation of the photoreceptor outer seg-
ment as a well-mixed substrate may omit important localized depletion of
the second messengers [85–87]. A series of spatially accurate models of
mouse phototransduction have been produced in order to more accurately
simulate this scenario [85–87, 108, 185]. These models reproduce quite
well the SPR and have revealed insights into the mechanisms underlying
its variability, however they have not been demonstrated to also faithfully
simulate light adaptation, limiting their utility. Additionally, they primar-
ily give focus to the second messengers, while reducing protein activity to
high-level, empirical parameters; thus, the intricacies of the inter-protein
dynamics are lost. Ideally, the future will see a merging of the two tech-
niques, allowing a detailed, spatially accurate model that can reproduce
the full range of responses exhibited by a rod photoreceptor.

5.4.2 Conclusions

One of the chief aims of systems biology research is the production of
quantitatively predictive models from which experimental hypotheses can
be derived. It is hoped that our model will be a useful tool in guiding fu-
ture research on phototransduction. By offering quantitatively accurate
predictions across a range of conditions for the primary species used in
vision research, it may be used to avoid costly lines of unproductive in-
vestigation. Meanwhile, its shortcomings may raise interesting questions
regarding gaps in our knowledge of the phototransduction process. Fur-
thermore, its modular structure allows for the easy integration of novel
features without disrupting the existing network, allowing it to be ex-
panded as research progresses.
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Abstract

Determining the influence of the dynamics of complex molecular
systems on the natural selection of proteins presents the signifi-
cant challenge of characterizing the potential dynamic control of
each protein in the system. We have employed a comprehensive
mathematical model of mammalian phototransduction to predict
the degree of influence that each protein in the system exerts on
the high-level dynamic behavior. We then contrasted this data with
molecular evolutionary rates for the proteins. We found that the
proteins that have greater potential to disrupt system dynamics ex-
hibited more relaxed evolutionary constraint, in the form of higher
evolutionary rates. We also took advantage of the ability to rapidly
simulate hundreds of perturbations to pairs of parameters, which
revealed that non-additive interactions are pervasive in this system.
The results suggest a role for dynamically sensitive proteins in the
fine-tuning of the system. Furthermore, this work points to mathe-
matical models of biochemical systems as useful tools in the study
of molecular evolution.
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6.1 Introduction

The flood of genomic and molecular data that has become available in
recent years has permitted the investigation of high-level trends in molec-
ular evolution, particularly in the context of whole biochemical systems.
To date, studies on the patterns of molecular evolution across systems
have largely focused on representing the systems as networks, calculating
graph-topological properties of the proteins and then demonstrating cor-
relations between these properties and molecular evolutionary histories
[3, 4, 6, 8–16]. While correlations between network topology and molec-
ular evolutionary histories were found by all, the observed relationships
varied from system to system.

A shortcoming of the network approach is that it treats molecular
systems as static entities, defined solely by the existence or absence of
interactions between proteins. In reality, it is likely to be not only the
existence of an interaction that is evolutionarily relevant but also the ki-
netics of that interaction will affect fitness. It is clear that a mutation
that would cause an existing interaction to occur at a much slower rate
or at a lower affinity would have potentially significant fitness effects.
To this end, some recent studies on the evolution of metabolic pathways
have considered the system dynamics via metabolic flux and flux control.
Olson-Manning et al. [186] found that the first upstream enzyme in the
alipathic glucosinolate pathway of Arabidopsis thaliana has higher flux
control and that this protein is the only one to show evidence of selection.
Colombo et al. [187] compared the metabolic flux coefficients of the ery-
throcyte core metabolic pathway with molecular evolutionary rates and
found that enzymes that carry high fluxes have been more constrained in
their evolution. Though these studies have greatly elucidated the evolu-
tion of molecular evolution in metabolic pathways, their methodologies
are limited to the study of only this class of systems. Furthermore, while
these methodologies certainly present a more dynamic view of the system
than network-based methods would, the dependence of calculating flux
coefficients or flux control on the steady-state of the system precludes a
full view of the kinetics of the reactions, which may depend greatly on
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the variable environment.
In order to consider the influence of system dynamics on molecular

evolution, a robust mathematical model of the system would be of use.
Many models of biochemical systems have been made publicly available;
currently there are 460 models listed in the BioModels database (http:
//www.ebi.ac.uk/biomodels-main) [188]. To our knowledge
no such dynamic model of a biochemical system has been employed in
published evolutionary research. To investigate the utility of biochemical
models in evolutionary research, we have used a comprehensive model of
mammalian rod phototransduction to gain insight into how the dynamic
properties of this system have influenced the evolution of the proteins that
it comprises.

Phototransduction is the process by which a visual stimulus is con-
verted to a neuronal response. Vertebrate phototransduction is a proto-
typical G-protein signaling cascade. In short, a light stimulus is absorbed
by a visual pigment associated with the receptor, rhodopsin, triggering
a conformational change. The G-protein transducin binds the activated
rhodopsin, which catalyzes the exchange of GDP for GTP on the Gtα
subunit of transducin, leading to the dissociation of the G-protein. Gtα
is then free to activate the signal effector, a phosphodiesterase, resulting
in the hydrolysis of cyclic GMP (cGMP). Falling cGMP concentrations
lead to the closure of cGMP-gated ion channels, causing a drop in the cy-
toplasmic Ca2+ concentration and a subsequent hyper-polarization of the
cell, which initiates the neuronal signal. Several parallel processes then
act to recover from the signal, via deactivating the receptor and the effec-
tor and re-opening the ion channels, in order to prepare the cell to respond
to further stimuli. Falling Ca2+ concentrations activate multiple feedback
mechanisms, which tightly regulate the deactivation of the receptor, the
re-synthesis of cGMP and the affinity of the ion channels for cGMP. For
a detailed overview of the molecular mechanisms of phototransduction,
see Pugh Jr and Lamb [55] or Yau and Hardie [56].

Recently, a comprehensive model of phototransduction has been de-
veloped to fit murine phototransduction (Figure 6.1) (Chapter 5). Using
this model, we made an estimate of the overall sensitivity of the photo-
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transduction response to functional variation in the system’s proteins. To
this end, we considered four common electrophysiological measurements
of the photoresponse that may have been evolutionarily relevant during
mammalian divergence: signal amplification, measured as the peak am-
plitude after a dim stimulus; the time constant of an exponential fit to
the recovery from a dim stimulus, commonly denoted τrec; the total time
spent in saturation after a bright stimulus; and the dominant time constant
of recovery from bright stimuli, referred to as τD (Figure 6.2). It is ex-
pected that proteins to which these empirical measurements are the most
sensitive will have been more constrained in their evolution. Thus, we
investigated whether there exists any relationship between the evolution-
ary rates of phototransduction proteins and the dynamic sensitivity of the
system to perturbations in them. Finally, we took advantage of the abil-
ity to rapidly simulate variation in multiple parameters in order to predict
whether any epistatic interactions exist between genes of the phototrans-
duction system.

6.2 Methods

6.2.1 Model Implementation & Simulations
A previously developed model of mammalian phototransduction was used
for all simulations (Chapter 5). The model comprises a system of ordi-
nary differential equations that deterministically track the time-evolution
of 72 molecular species in 96 reactions and using 62 parameters. It
was implemented using SBTOOLBOX2 for MATLAB (http://www.
sbtoolbox2.org) [171]. Simulations were run from automatically
generated and compiled C-code models, based on the CVODE integrator
from SUNDIALS [172].

6.2.2 Simulated Electrophysiological Measurements
Four properties of the simulated electrophysiological response were mea-
sured for each simulated photoresponse: the peak amplitude of a dim-
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Figure 6.1: Simulations of flash responses generated by a three-month-old
B6D2F1/J mouse. 20ms flash stimuli were delivered at time t = 0, with in-
tensities of 1.7, 4.8, 15.2, 39.4, 125, 444, 1406 and 4630 photons µm−2. Black
traces are of experimental data of Kolesnikov et al. [178]. Red traces are of
simulations using the model.
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Figure 6.2: Illustrations of the four electrophysiological measurements of the
photoresponse used in the present study. A) Peak amplitude after a dim stimulus.
B) τrec, the time constant of a single exponential fit to the second half of recovery
after a dim stimulus. C) Saturation time after a bright stimulus. D) τD, the
dominant time constant of recovery, measured as the rate of increase of saturation
time with logarithmically increasing stimulus intensities.
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light response; the time constant of a single exponential fit to second half
of the recovery (post-peak) phase of a dim-light response (τrec); saturation
time, Tsat, measured as the total time the current spends at more than 90%
of its peak amplitude during a saturating, bright-light response; and τD,
measured as the change in Tsat with logarithmically increasing stimulus
intensities [156] (Figure 6.2).

Dim-light responses were generated from a simulated stimulus caus-
ing 6.536 photoisomerizations per second (R∗/s). Tsat was determined for
simulated responses to a flash generating 1808R∗/s. τD was computed as
the slope of a least-squares fit of the Tsat values measured for responses
to stimuli resulting in 403.43 to 1808R∗/s, increasing by half-log units.
All flash stimuli had a duration of 0.02 s.

6.2.3 Parameter Sensitivity Analysis

6.2.4 Parameter Sensitivity Measurement
We chose local parameter sensitivity analysis as the most immediately rel-
evant for an evolutionary study, owing to a common focus in the study of
evolution on mutations of small phenotypic effect. Typically, local param-
eter sensitivity is computed as the absolute first-order partial derivative of
a system output with respect to one of the parameters at a given point in
parameter space:

S =

∣∣∣∣δMi

δPj

∣∣∣∣
P0

(6.1)

where Mi is a function describing an output measurement function
(such as peak amplitude or τrec in the present model) and Pj is a param-
eter from the set of all parameters P, at the point P0 in parameter space.
P0 corresponds to a point of interest, in this case the point is defined by
the physiological (“wild-type”) values previously derived for this model.
Thus, in biological terms, the local parameter sensitivity would approxi-
mate the magnitude of a system-level phenotypic effect due to a mutation
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of small local effect.
Because the electrophysiological measurements were made empiri-

cally on simulated data, the derivatives could not be solved analytically.
Instead, they were approximated numerically by producing a model with
a parameter value increased by 1%, measuring the electrophysiological
properties of simulations produced with the modified “mutant” model,
and taking the ratio of the change in the measurement value to the change
in the parameter, relative to the “wild-type”. Since parameter values in the
model span several orders of magnitude, sensitivity measurements would
be dominated by the scale of the parameter. To remedy this and to produce
comparable sensitivities for the four measurements, the resulting changes
in measurement and parameter values were normalized according to the
original, “wild-type” model values. Thus, the sensitivity was estimated as
the percentage change in a measurement, i, for the percentage change in
the parameter, j:

si,∆Pj
=

∣∣∣∣(mi,∆Pj
−mi)/mi

(∆Pj − Pj)/Pj

∣∣∣∣ =

∣∣∣∣(mi,∆Pj
−mi)/mi

0.01

∣∣∣∣ (6.2)

where mi is the “wild-type” empirical measurement, mi,∆Pj
is the

“mutant” empirical measurement after a small change in parameter j, and
P ′j is the “mutant” parameter value.

6.2.5 Parameter Selection
In order to ensure that all parameters carried similar meanings, only those
defined according to the law of mass-action were included in the anal-
ysis. These included, for example, binding and dissociation rates, or
catalytic rates of enzymes. Thus, parameters related to the homeostasis
of Ca2+ (cGMP-gated ion channels, Na+/Ca2+ K+ ion exchanger, and cy-
toplasmic Ca2+ buffering) and cGMP (guanylate cyclases and guanylate
cyclase activating proteins (GCAPs)) were excluded. Additionally, the
exponential parameters ω and ωG were excluded due to their inherently
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sensitive nature. The final list of 32 parameters included in the analysis
was: kRK10, kRK2, kRK3ATP , kRK4, kArr, kA2, mArr, kA3, kA4,
kA5, kOps, kG10, kG2, kG3, kG4GDP , kG5GTP , kG6, kG7, kGshutoff ,
kP1, kP2, kP3, kP4, kPDEshutoff , kRGS1, kRGS2, kRec1, kRec2,
kRec3, kRec4, betadark and betasub.

Some parameters influence steady-state molecular counts. When these
parameters were modified, the model initial states were updated appro-
priately. For determining the sensitivity of the parameters kA4 and kA5,
which define the self-association and self-dissociation rates of arrestin,
the modified models were updated to set the initial states (molecule count)
of the arrestin monomer (Arr), dimer (Arrdi) and tetramer (Arrtetra) to
their new steady-state values. Similarly, modifying kRec1 and kRec2,
which define the rates of recoverin’s Ca2+-mediated conformation change,
and kRec3 and kRec4, which determine the binding and dissociation
rates of recoverin for rhodopsin kinase, required updating the model’s
initial states for Ca2+-bound “relaxed” recoverin (RecR Ca), Ca2+-free
“tense” recoverin (RecT ), rhodopsin kinase (RK) and recoverin-bound
rhodopsin kinase (RecR Ca RK). Changes to the parameters kG10 and
kG2 necessitated updating the initial states for rhodopsin (R), transducin
(Gt) and the rhodopsin-transducin pre-stimulus complex (R Gt) [151].
Finally, modifying the parameter betadark, the dark rate of cGMP hydrol-
ysis, required retuning the parameter cGMPdark, the cGMP concentration
in the dark, and the initial concentration of cGMP (equal to cGMPdark).

6.2.6 Gene Dynamic Sensitivity

For each gene, g, a set of associated parameters, Πg, was defined such
that Πg ⊆ P, where P is the set of all parameters. Genes were associated
with parameters according to the reactions in which their encoded pro-
teins participate (Table 6.1). For example, several proteins are involved
in the following example reaction:

RGS + PDE∗ · GαGTP

kRGS1−−−−→ RGS · PDE∗ · GαGTP
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RGS exists as a heterotrimer comprising proteins encoded by the genes
RGS9, RGS9BP, and GNB5; PDE is a tetramer that consists of proteins
encoded by the genes PDE6A (one sub-unit), PDE6B (one sub-unit) and
PDE6G (two sub-units); and GαGTP is the GTP-bound, α subunit of the
G-protein transducin, encoded by the gene GNAT1. Because all of these
genes encode proteins that participate in this reaction, they would each
have the parameter kRGS1 associated with them.

Table 6.1: Model parameters associated with each gene

Gene Protein Name Parameters
GNAT1 Transducin (α

sub-unit; Gtα)
kG10, kG2, kG3, kG4GDP ,
kG5GTP , kG6, kG7,
kP1, kP2, kP3, kP4,
kPDEshutoff , kRGS1,
kRGS2

GNB1 Transducin (β
sub-unit; Gtβ)

kG10, kG2, kG3, kG4GDP ,
kG5GTP , kG6, kG7

GNB5 Gβ5 kRGS1, kRGS2
GNGT1 Transducin (γ

sub-unit; Gtγ)
kG10, kG2, kG3, kG4GDP ,
kG5GTP , kG6, kG7

GRK1 Rhodopsin Ki-
nase

kRK10, kRK2, kRK3ATP ,
kRK4, kRec3, kRec4

PDE6A Phosphodiesterase
(α sub-unit)

kP1, kP2, kP3, kP4,
kPDEshutoff , kRGS1,
kRGS2, βsub, βdark

PDE6B Phosphodiesterase
(β sub-unit)

kP1, kP2, kP3, kP4,
kPDEshutoff , kRGS1,
kRGS2, βsub, βdark

PDE6G Phosphodiesterase
(γ sub-unit)

kP1, kP2, kP3, kP4,
kPDEshutoff , kRGS1,
kRGS2, βsub, βdark

RCVRN Recoverin kRec1, kRec2, kRec3,
kRec4
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Table 6.1 – Continued from previous page
Gene Protein Name Parameters
RGS9 Regulator of G-

protein Signaling
9 (RGS9-1)

kRGS1, kRGS2

RGS9BP RGS9-binding
Protein

kRGS1, kRGS2

RHO Rhodopsin kRK10, kRK2, kRK3,
kRK4, kArr, kA2, mArr,
kA3, kG10, kG2, kG3,
kG4GDP , kG5GTP , kG6

SAG Arrestin kArr, kA2, mArr, kA3, kA4,
kA5

A dynamic sensitivity score for each gene was then computed as the
geometric mean of the sensitivities of the parameters associated with that
gene. First, parameter sensitivity values calculated to be zero were set to
1× 10−6. Next, because the computed sensitivities ranged several orders
of magnitude, they were log-transformed and inverted before calculating
the mean (Figure 6.3). In order to preserve the conceptual correlation be-
tween high sensitivity and numerically high computed sensitivity values,
the final averages were inverted again. Thus, the dynamic sensitivity of a
gene, g, for a given electrophysiological measurement, i, was defined as:

sg,i = −

 ∏
Pj∈Πg

−ln(si,∆Pj
)

1/|Πg |

(6.3)

where |Πg| is the cardinality of the set Πg. Finally an average sensi-
tivity for each gene were calculated as the arithmetic mean of the gene’s
sensitivities for the four measurements.
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Figure 6.3: Distributions of parameter sensitivity values for the four electro-
physiological measurements. Values spanned several orders of magnitude and
were thus log-transformed in subsequent analyses.
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6.2.7 Evolutionary Constraint

The evolutionary constraints acting on each gene were estimated accord-
ing to the ratio of the rates of non-synonymous (dN ) to synonymous (dS)
substitution. dN/dS values for the genes in this study were retrieved from
a previous publication [16]. In short, dN/dS values were computed for a
phylogenetic tree of nine mammalian species: human, chimpanzee, go-
rilla, orangutan, macaque, marmoset, mouse, rat, and dog. Sequences
were retrieved from the Ensembl database (release 60) or from DNA rese-
quencing. Rates were computed using CODEML model M0 of the PAML
package version 4.4c [111]. This model computes a single dN/dS ratio
for the entire tree, treating all sites in the alignment as having evolved at
the same rate. While the model is simple, it is relatively conservative and
can be used to capture general trends in the evolutionary rates during a
phylogenetic divergence.

6.2.8 Non-additive Phenotypic Effects

Non-additive dynamic effects between parameters were tested by first
generating models with 1 % changes to two of the parameters used in
the sensitivity analysis, for each combination of two parameters. Linear
models were built to predict the double-mutant phenotype from a linear
combination of the single-mutant phenotypic effects:

mi,∆Pj∆Pk
= α + β

(
mi + (mi,∆Pj

−mi) + (mi,∆Pk
−mi)

)
+ ε (6.4)

where mi,∆Pj∆Pk
is the electrophysiological measurement, i, for the

double-mutant; mi,∆Pj
and mi,∆Pk

are the electrophysiological measure-
ments for the single-mutants; α is the intercept of the model; β is the
slope; and ε is the residual term. We then checked the externally studen-
tized residuals of the models for points that were outliers according to
the probability density function of the Student’s t-distribution with 493
degrees of freedom.
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6.2.9 Statistical Analyses
Correlations were tested by computing Spearman’s ρ. Correction for mul-
tiple testing was performed using the method of Holm [138]. All statisti-
cal calculations were performed using R version 3.0.1.

6.3 Results

6.3.1 Parameter Sensitivity
We first investigated the local sensitivities of the model parameters. Sen-
sitivity values spanned several orders of magnitude and, even after log-
transformation, their distribution remained skewed towards higher sen-
sitivity values (Figure 6.3). Next, we sought to determine whether the
shapes of the empirical measurement functions are smooth, that is, whether
they were monotonic in the neighborhood of the point in parameter space
corresponding to the default model values. If the functions were not
smooth, sensitivity measurements would be unreliable without knowl-
edge of the true, physiological parameter values. For each parameter, we
generated 39 models in which the parameter value was set between 5 %
and 195 % of its default value. We then simulated flash responses to dim
and bright stimuli with each model and measured the peak amplitudes,
τrec values, saturation times and τD values for each one (for two exam-
ples, see Figures 6.4 and 6.5; for all parameters, see Figures S8 through
S39). In most cases, the measurements changed monotonically with the
parameter value. The parameter βdark, the dark rate of cGMP hydrolysis,
showed a sharp increase in τrec when decreased by more than 50%, with
an apparent peak at 10% (Figure S32).

6.3.2 Gene Dynamic Sensitivity
When dN/dS ratios for the genes were plotted against their dynamic sen-
sitivities for the four electrophysiological measurements, a strong positive
relationship could be seen for three of the measurements: τrec, saturation
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Figure 6.4: Electrophysiological measurements as functions of the parameter
kRGS1.
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Figure 6.5: Electrophysiological measurements as functions of the parameter
kRec1.
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sg,i
Gene Peak Amp. τrec Sat. Time τD Avg.

GNAT1 -5.03 -5.82 -4.60 -5.26 -5.18
GNB1 -3.17 -5.28 -3.57 -4.53 -4.14
GNB5 -3.25 -1.46 -1.41 -1.37 -1.87

GNGT1 -3.17 -5.28 -3.57 -4.53 -4.14
GRK1 -2.78 -3.81 -2.62 -3.31 -3.13

PDE6A -3.58 -4.93 -3.82 -4.90 -4.31
PDE6B -3.58 -4.93 -3.82 -4.90 -4.31
PDE6G -3.58 -4.93 -3.82 -4.90 -4.31
RCVRN -1.71 -2.25 -1.51 -2.08 -1.89

RGS9 -3.25 -1.46 -1.41 -1.37 -1.87
RGS9BP -3.25 -1.46 -1.41 -1.37 -1.87

RHO -3.58 -4.18 -3.37 -3.88 -3.75
SAG -4.00 -2.38 -2.49 -2.71 -2.89

Table 6.2: Dynamic sensitivities for the four electrophysiological measurements
of each gene

time and τD (Figure 6.6). However, a clear statistical outlier could be seen
in all three plots, corresponding to the gene GNB5. After removing this
gene from the dataset, we performed tests of correlation and found sig-
nificant results for these three measurements (τrec: P = 0.0004906, ρ =
0.8481; saturation time: P = 0.003370, ρ = 0.7704; τD: P = 0.003370,
ρ = 0.7704). Peak amplitude did not significantly correlate with dN/dS
(P = 0.4383). Additionally, we found that the average dynamic sensitiv-
ities for the genes also positively correlated with dN/dS (P = 0.00337,
ρ = 0.7704) (Figure 6.7). After adjustment for multiple testing, the re-
sults remained significant (P = 0.002453 for τrec and P = 0.01348 for
saturation time, τD and mean sensitivity). The similar results for τrec,
saturation time and τD reflect a high degree of covariance between them
(σ(τrec, sat.time) = 1.66, σ(τrec, τD) = 2.24, σ(sat.time, τD) = 1.54).
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Figure 6.6: dN/dS plotted as a function of gene dynamic sensitivities for the
four electrophysiological measurements. There was a clear statistical outlier
(GNB5), indicated by a red triangle, which was removed from the dataset for
tests of correlation.
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The statistical outlier (GNB5) is indicated as a red triangle.
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6.3.3 Non-additive Phenotypic Effects
We used the model to determine whether any non-additive interactions
exist in the dynamics. To investigate this, linear models were constructed
to predict the effect of simultaneous perturbations to two parameters from
the additive effects of individual changes in each of the two parameters
alone. For each of the four electrophysiological measurements, the best-
fit linear model had a slope of one, indicating a general trend of additive
or near-additive interactions. The intercept of the linear model for satura-
tion time also had an intercept that was significantly different from zero
(P = 0.00141, α = 1.6× 10−4 s), suggesting at least a slight, positively
multiplicative interaction for most parameter pairs, however the intercept
is small relative to the scale of the simulated saturation times (approxi-
mately 0.8 s).

We next standardized the residuals and tested for values significantly
different from zero (Figure 6.8). After correcting for multiple testing,
several pairs of parameters were found to have significant residuals, indi-
cating a strong, non-additive interaction between them. Both positive and
negative epistatic effects were observed. Many of the parameters that we
analyzied appeared in at least one of the significant pairs and all of the
genes were associated with at least one non-additive interaction. These
results indicate that the potential for epistasis through non-additive func-
tional effects is strong in the phototransduction pathway.

6.4 Discussion
The phenotype, as it arises from the interactions of multitudinous proteins
and other molecules, is exquisite in its sheer complexity. In order to truly
understand how natural selection on the phenotype gives rise to evolution-
ary patterns at the genetic level, it is critical to understand how proteins
contribute to the phenotype. While each protein taken independently has
functionality that contributes to the survival of the organism, it is clear
that the nature of that protein’s interactions with others should also influ-
ence fitness. Indeed, the complex properties that arise out of molecular
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Figure 6.8: Standardized residuals of linear model predictions for parameter in-
teraction effects. Pairs of parameters exhibiting strictly additive effects have a
residual value of zero. Red points indicate parameter pairs that have a residual
value significantly different from zero, indicating a strongly non-additive inter-
action between them.
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systems are “closer” to the phenotype, the organism’s interface with nat-
ural selection. Nevertheless, probing the influence of genetic variation on
high-level system properties in vitro or in vivo, by testing the effects of
functional changes in many interacting proteins, is a significant undertak-
ing. To date, advances have been made in this direction only in the use of
unicellular organisms [189]. For more complex organisms, however, it is
possible to use in silico techniques to predict how functional changes will
affect the phenotype.

Given the potential influence of system dynamics on survival, the
question arises of whether proteins that have a greater influence on the
dynamics have experienced more or less selective constraint. One would
expect that these sensitive parts of the system would be strongly con-
strained in their evolution, due to their potential to greatly disrupt the
normal dynamics. In order to address this, we employed a comprehensive
model of mammalian visual phototransduction. We found that, in fact, the
proteins that are more likely to have strong effects on system dynamics
have shown less evolutionary constraint during mammalian divergence.

6.4.1 Gene dynamic sensitivity is a determinant of evo-
lutionary constraint

While the dN/dS ratios of the genes in this study are relatively low, indi-
cating that strong purifying selection has been the dominant evolutionary
force acting on the genes, it is clear that the proteins to which the system
is more sensitive have accumulated amino acid substitutions at a faster
rate during mammalian divergence. While we cannot make predictions
regarding the specific impact, if any, of those substitutions in such sen-
sitive genes, we may speculate that, were any of them to be functional,
they would be more likely to alter the system dynamics to a greater de-
gree than substitutions in other genes. In this regard, their evolution may
have resulted in a gradual fine-tuning of the system over time. The spe-
cific amino subtitutions could have resulted in such fine-tuning remain
unknown, while we lack the power to test whether any of these changes
were adaptive for most of the proteins [16]. Such functional characteriza-
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tions are promising future investigations.
It is noteworthy that, of the three electrophysiological measurements

used in the parameter sensitivity analysis, the three that are related to
signal recovery (τrec, saturation time and τD) featured a correlation be-
tween gene sensitivity and evolutionary constraint, while peak amplitude,
conceptually more related to signal amplification, saw no such correla-
tion. This may indicate that, in the evolution of the phototransduction
proteins, the ability of the system to recover quickly from a stimulus was
a stronger adaptive pressure than the system’s signal amplification needs.
This is surprising, given the rod photoreceptor’s role in scotopic (low-
light) vision and its ability to produce a response to even a single pho-
ton of light. However, it appears that the peak amplitude of a response
to a dim stimulus, in fact, can be moderately influenced by most of the
proteins, given the similarity in sensitivity values for all genes for this
measurement(Figure 6.6). It is possible that tuning the recovery-related
proteins alone has been sufficient to moderate the evolution of signal am-
plification.

During the analysis, one gene, GNB5, was removed due to its appear-
ance as a statistical outlier. This gene showed both high dynamic sensi-
tivity and high evolutionary constraint. In the phototransduction system,
the protein encoded by GNB5 is an obligate partner of the regulator of
G-protein signaling RGS9 [190]. Mice lacking it show photoresponses
that are indistinguishable from those of mice lacking RGS9 [191]. It is
possible that the system dynamics are not a strong source of selective
pressure on this protein, but rather that simply its presence is essential.
However, because it interacts with several proteins in the R7 RGS sub-
group [192] and it is present in other retinal cells [193], it is likely that it
is also strongly constrained in its evolution in order to maintain its func-
tionality across multiple systems.

Previously it was shown that proteins that are topologically central
in a network representation of the phototransduction pathway have been
under stronger purifying selection [16]. Interestingly, we found no cor-
relation between our gene sensitivity measurements and the topological
network measurements described in that publication. Nevertheless, the
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contrast between the two results is striking. This difference is likely due
to the distinct attributes of the system captured by the two approaches,
the static network and the dynamic model. The network was constructed
according to the known physical interactions between the proteins. The
central proteins may thus be seen as being important in the overall com-
munication of the signal throughout the system. Because they tend to have
many interacting partners, their loss would lead to a catastrophic failure
to transduce the signal. The way in which we utilized the dynamic model
does not capture this behavior; slightly modifying one of the parameters
associated with such a protein may not, in fact, disrupt the system dy-
namics to any significant degree. However, if one were to disable that
protein in the model altogether, the dynamics would be greatly affected.
For example, the proteins comprised by the phosphodiesterase (PDE) het-
erotrimer have relatively high centralities in the network, while the model
parameters associated with them were found to be extremely insensitive
in the present study. Nevertheless, removing PDE from the model would
result in cGMP not being hydrolysed and a subsequent lack of any re-
sponse. Thus, a network representation is appropriate for capturing the
essentiality of proteins, while a dynamic model can give information on
the fine-tuning of the system.

A recent survey of adaptive selection on phototransduction-related
genes in three human populations found significant signals of selection
on six genes [106]: RGS9, GNB1, RHO, PDE6G, GNAT1, SLC24A1.
In the present study, SLC24A1 was not included in the analysis. GNB1,
RHO, PDE6G, GNAT1 were all found to have relatively low dynamic
sensitivity, while RGS9 has high sensitivity. This would appear to con-
tradict our above findings. The original study that found evidence of
adaptive in these genes used SNP genotyping data from the International
HapMap Project [194]. In a re-analysis of these genes with statistics cal-
culated for the same three populations using sequencing data from the
1000 Genomes project [195], only RGS9 was found to show convincing
evidence of adaptive selection (Pierre Luisi, personal communication).
RHO and GNAT both showed significant FST signals for isolated SNPs
but no significant signals were found using iHS, XPEHH or Tajima’s
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D. The genome region containing PDE6G was found to show significant
signals of selection, however the region features a cluster of many genes
and the signals reside primarily upstream of PDE6G. Convincing evi-
dence of recent adaptive change in RGS9 fits well with the predictions
of the present study, while further investigation of the recent evolution of
RHO and GNAT1 is needed.

6.4.2 Non-additive interactions are pervasive in photo-
transduction

When considering the evolution of proteins that interact in a system, it is
important to know whether any epistatic interactions exist between them.
Epistasis will cause the functional effect of a mutation to be dependent
upon the genetic background in which it occurs. Typically, this should
manifest as non-additive mutational effects, which are greater or smaller
than what is expected [196], and it would implicate co-evolution between
some of the proteins [197]. Perhaps most importantly, the identification
and characterization of epistasis is an important challenge in understand-
ing the nature of the genotype-to-phenotype map [198]. Here we have
proposed a novel approach that employs an accurate, detailed model to
predict non-additive functional effects. It proved to be a promising means
to quickly assay for the potential for epistatic interactions in a given bi-
ological system. We found non-additive interactions to be pervasive in
the system, potentially involving all of the genes in the study. This indi-
cates a high probability of finding true epistatic interactions between the
genes of the phototransduction pathway and the potential for detecting
co-evolution between them.

6.4.3 Limitations
Some limitations were imposed by the model on this study. The first is
that it is possible that the parameter values used in the model are, in fact,
not similar to the physiological values. Many of the parameters in the
model were taken directly from published data, however others were un-
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known. Unknown parameters were estimated according to biochemical
knowledge or using parameter optimization techniques in order to fit in
vivo electrophysiological data (Chapter 5). The parameter sensitivity val-
ues at other points in parameter space may differ significantly from those
that we measured. Such problems may be resolved over time as more
physiological parameters are measured.

Second, the model was tuned to fit murine electrophysiological data
and known parameter values were taken from biochemical research using
proteins derived from the mouse or the cow. It is assumed that, while
each species should have the same reaction network for this system, they
would occupy different points in parameter space due to molecular evolu-
tion. Unfortunately, we lack sufficient data to build individual models for
each mammalian species. Therefore, we can only take the model as an
approximation of phototransduction in a generalized mammal and we as-
sume, given the observed rates of molecular evolution, that the true points
in parameter space that specific species occupy are not greatly separated
from that of the model.

Furthermore, several potentially interesting genes were omitted from
the analysis due to the mathematical nature of their associated model pa-
rameters. For example, the cGMP-gated ion channels and the Na+/Ca2+K+

ion exchanger, which were previously found to be under the most relaxed
evolutionary constraint in the system [16], were removed from the anal-
ysis. The ion channels are not directly represented in the model, aside
from a Hill equation-like influence of cGMP channel-gating on Ca2+ in-
flux [84]. The associated parameters carry very different meanings from
the binding and dissociation rates given by the law of mass action and
thus they could not be easily compared. The rate of Ca2+ efflux via the
exchanger, on the other hand, follows the law of mass action like the
majority of the rate kinetics in the model, but it is set strictly according
to a steady-state with Ca2+ influx in the dark. The dark influx rate is in
turn determined by the cytoplasmic volume of the rod outer segment and
the fraction of the current across the membrane that is carried by Ca2+

[55, 84]. Interestingly, the gene encoding the rod Na+/Ca2+K+ exchanger
was previously found to show evidence of adaptive selection during the
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divergence of rodents [16]. It is possible that evolution of the rodent rod
photoreceptor morphology may have necessitated adaptation in the ion
exchanger in order to maintain proper Ca2+ homeostasis.

Finally, it is expected that the ability of the rod photoreceptor to re-
spond to a single photon would be evolutionarily significant. This sce-
nario cannot be accurately reproduced with the present model because
properly simulating signal amplification from a single receptor would re-
quire an implementation of the stochastic nature of protein interactions
at the scale of a singly activated receptor. Nevertheless, the model quite
accurately reproduces photoresponses to stimuli ranging several orders
of magnitude, capturing a significant portion of the important dynamics
of the system, and the results presented herein demonstrate its utility in
making evolutionary predictions despite these limitations.

6.4.4 Conclusions

This investigation has offered an intriguing insight into molecular evolu-
tion in the context of biochemical systems. Whether reduced evolutionary
constraint is a common feature of proteins with higher influence on sys-
tem dynamics remains to be seen. This investigation depended on a high
quality mathematical model of the phototransduction system dynamics.
The model gives focus to the proteins, rather than second messengers and
it consists of low-level descriptions of the reactions rather than mathemat-
ically convenient, albeit more abstract, empirical formulas. Its existence
was made possible by the fact that phototransduction is perhaps one of
the best-studied G-protein signaling pathways, with a rich history of bio-
chemical research that spans decades. Future studies using models of a
similar scale will help to elucidate any general trends in the influence of
system dynamics on molecular evolution.

Furthermore, it is hoped that the insights gained in the present study
will help to guide future investigations into the evolution of phototrans-
duction proteins and, in general, into the evolution of biological systems.
For example, biochemical assaying of the dynamically sensitive proteins
from diverse mammalian species may reveal functional differences. Al-
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ternatively, computational methods may be used to make quantitative pre-
dictions about functional differences in the proteins based on observed
genetic variation [189]. Additionally, given the significantly more rapid
signal dynamics that have developed in mammals relative to other ver-
tebrates [55], it would be informative to broaden the evolutionary scope
and analyze the molecular divergence across a deeper phylogenetic tree.
Finally, our predictions of pervasive epistasis between phototransduction
genes merit further investigation in vivo, as no such interactions have been
previously described.
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Open your eyes now. I will. One
moment. Has all vanished since? If I
open and am for ever in the black
adiaphane. Basta! I will see if I can see.

Ulysses
JAMES JOYCE
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Chapter 7

DISCUSSION

As outlined in the Objectives (Chapter 2), this thesis has two primary
aims. The first is to give a clearer picture of the molecular evolution-
ary histories of the proteins of the mammalian visual phototransduction
pathway, especially in considering the influence of the structure and dy-
namics of the system. This was accomplished through an analysis of their
molecular evolutionary rates and the integration of those results with both
a network representation of the system and a novel technique employ-
ing a dynamic model. The second aim was to develop robust models of
phototransduction for hypothesis-formation and experimental prediction.
These models are to be of use not only for the purposes of the research
presented in this thesis but also for other phototransduction researchers.

7.1 System-level evolutionary analysis of pho-
totransduction

7.1.1 Molecular evolutionary rates

An analysis of the molecular evolutionary histories of the proteins of the
phototransduction pathway was provided in Chapters 3 and 6. In Chapter
3, the evolutionary rates dN and dS were computed for the proteins di-
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rectly involved in phototransduction signaling, as well as their dN/dS ra-
tios. The analysis also included the proteins of the closely related retinoid
cycle, which is essential in the recovery of the photoreceptor cell after
a light stimulus; and the transcription factors that determine photorecep-
tor cell fate. dN/dS ratios for all genes were below one, indicating that
purifying selection has been the dominant selective force acting on the
genes.

7.1.2 System-level analyses

When considering the proteins as a system, patterns in the evolutionary
rates emerged. First, by classifying the genes according to protein func-
tion, it was found that certain classes have been more strongly conserved
than others. In particular, the G proteins and the transcription factors
have shown very low dN/dS ratios, indicating strong overall selective
constraint. The ion channels and the enzymes of the retinoid cycle, on
the other hand, have experienced relatively relaxed purifying selection.
The results could not, however, support the hypothesis that rod- and cone-
specific proteins have evolved under different selective pressures in mam-
mals, nor that the proteins of the signaling pathway were significantly
more or less constrained than those of the retinoid cycle or of the pho-
toreceptor development pathway.

It is likely that, as mammalian species transitioned from nocturnal
to diurnal lifestyles, more efficient recycling of the visual pigment was
required, leading to evolution in the enzymes that recycle it. On the other
hand, the ion channels and exchangers are crucial for the maintenance of
proper Ca2+ homeostasis (Chapter 4 and Chapter 5); it is probable that,
as the cytoplasmic volume of the photoreceptor varied during divergence
[55], the ion channels and exchangers evolved to maintain functionality.

Next, the phototransduction pathway was encoded as a network (Fig-
ure 3.1, page 43). Using this network, we considered whether the topol-
ogy of the interactions of the system might have placed any constraint
on the evolution of the proteins. Indeed, we found that the proteins
that are most central in the network have shown the strongest constraint.
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These proteins’ high centrality scores indicate that they are essential to the
proper communication of the signal through the network; this essentiality
is reflected in their low dN/dS values.

Interestingly, by incorporating a kinetic model of phototransduction
into the analysis as presented in Chapter 6, we found that these highly
constrained, central proteins, in fact, do not necessarily have strong, indi-
vidual impacts on the overall system dynamics. That is, if a mutation were
to affect the rates of interactions of one of these proteins, the overall pho-
toresponse would not be strongly affected. The strong selective constraint
exhibited by these genes would lead one to expect otherwise, though. The
genes that encode proteins that do have a significant influence on the dy-
namics, on the other hand, have experienced relatively relaxed selective
constraint.

The results of Chapter 3 and Chapter 6 may be resolved by consid-
ering that some proteins are simply essential for the process to proceed,
regardless of their overall influence on the shape of the photoresponse,
while others may not be as essential but strongly influence system dy-
namics. For example, the system is largely robust against changes to rates
of phosphodiesterase (PDE) interactions but if PDE is removed from the
system, no photoresponse is generated. On the other hand the protein re-
coverin (Rec) showed among the highest sensitivity scores but when it is
knocked out, a photoresponse may still be generated, albeit with a faster
signal recovery (see Figure 5.4, page 116).

These results make an excellent contribution to the growing field of
evolutionary systems biology. The network of the phototransduction path-
way has a significantly different topology compared to previously pub-
lished evolutionary network analyses, particularly in its lack of upstream
and downstream regions. Additionally, it represents, to my knowledge,
the first system-level analysis in which the central proteins are more con-
strained in their evolution, a feature that appears also in recent interactome-
level analyses [22, 24, 26]. It is important that individual systems continue
to be characterized in this manner in order to further understand how se-
lection on the system is translated into genetic evolution.
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7.1.3 Biochemical models as tools in evolutionary research

The approach presented in Chapter 6 is a novel method to determine
system-level selective pressures. To perform similar hypothesis-testing
in vivo or in vitro, involving the mutagenesis and phenotypic characteriza-
tion of many proteins, would be extremely expensive and time-consuming.
By employing an accurate model of the system, such behavior can be first
simulated in order to investigate general trends. Because many models
of biochemical systems are publicly available, these methods should be
used to explore the influence of system dynamics on molecular evolution
in other systems. It will prove interesting to learn if decreased constraint
is a common feature of dynamically sensitive proteins or if, as found in
network-based analyses, the trends vary from system to system.

It is important, however, that models be not only accurate but also of
a simplified mathematical form in order for this analysis to be applicable.
The model of phototransduction presented herein is largely constructed
of fundamental reactions occurring at rates according to the law of mass
action. Thus, most of the parameters not only carry the same mathemat-
ical value (that is, they are combined linearly in the rate equations) but
also they carry basic biological meanings (binding or dissociation rates,
rate of phosphorylation, etc.). Many models are built using rate kinetics,
such as the Hill equation, that are constructed to fit a known, empiri-
cal behavior. While these are useful in reproducing system dynamics,
they can introduce sensitive exponential parameters. Furthermore, these
carry more abstract biological meanings, such as binding cooperativity,
or they have strictly empirical meanings, such as the ligand concentra-
tion of half-maximal activity. Indeed, reactions in the phototransduction
model related to cGMP and Ca2+ regulation were omitted from our anal-
yses for precisely these reasons. Thus, future analyses of other systems
will require further development of models following the same “bottom-
up” strategy employed in Chapter 4 and Chapter 5.
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7.1.4 Non-additive interactions
It was also found that the system dynamics indicate a strong tendency to-
wards non-additive interactions (Section 6.4.2). Thus, the phenotypic ef-
fect of a mutation that perturbs one of these non-additive interactions will
depend on the genetic background. In other words, the mutational effect
will be more or less than what would be expected, depending on other
gene sequences. In order to maintain a successful phenotype, natural se-
lection would have to coordinate the sequences of all proteins involved
in the non-additive interaction; thus, such epistatic interactions often re-
sult in co-evolution [197]. While we did not specifically test for evidence
of co-evolution between the genes of the phototransduction pathway, our
results suggest that it merits further investigation and that co-evolution
would be likely to be found.

7.1.5 Adaptive selection
We found evidence for adaptive selection in two proteins of the photo-
transduction pathway: OPN1SW, encoding the SWS1 (blue/short-wave)
cone opsin, in hominids; and SLC24A1, encoding the Na+/Ca2+ K+ ion
exchanger, in rodents. Many events of adaptive evolution have been de-
scribed for the opsins, however the specific event and putatively selected
sites that we presented have not been previously described. Unfortunately,
the posterior allele-identification analysis lacked the power to strongly
identify the allele or alleles that have undergone adaptive selection. Nev-
ertheless, it appears likely that the selected allele had an effect on the
spectral tuning of the receptor. Functional analyses would be required in
order to verify this.

Given the lack of structural information on the ion exchanger, we
could not definitively know the functionality of the sites that we found
to have been under adaptive selection in rodents. The sites’ locations in
the extracellular region, however, indicate that they could be involved in
ion exchange. Because the ion exchangers play an important role in the
maintenance of Ca2+ homeostasis, it is reasonable to expect these proteins
to evolve in response to electrochemical pressures imposed by, for exam-
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ple, changes in cell morphology. The evidence of elevated dN/dS rates,
adaptive selection in rodents, and possible recent evolution in humans
[106] lend support to this hypothesis. Thus, this gene merits closer inves-
tigation, particularly in the form of a reanalysis of its evolution between
human populations (see Section 6.4.1 for a discussion).

Unfortunately, existing tests lack power to robustly detect adaptive
selection without having an orthologous sequence alignment of many
species. While several mammalian species have genome sequences avail-
able, the majority were found not to be of high enough quality to perform
analyses on a full suite of system proteins. Thus, the desire to analyze all
phototransduction proteins resulted in a strong limitation on the number
of species analyzed. With the predictions produced in this thesis, targeted
research with many more species can be performed on specific genes of
interest. In particular, it is predicted that the genes encoding proteins to
which the system is more sensitive (e.g. RGS9 or RCVRN) have under-
gone functional tuning. Deep investigations into the evolution of these
particular proteins in mammals would be a promising future direction.

7.2 Modeling of the phototransduction system

In the course of this research, two robust models of phototransduction
were produced: an amphibian model (Chapter 4) and a mammalian model
(Chapter 5). Both models were produced in an iterative manner, building
upon past efforts. This was made possible by the inherently modular na-
ture of the model from which they were developed [84]. Both models
accurately reproduced a variety of photoresponses to stimuli ranging sev-
eral orders of magnitude and under several different mutant conditions.
The mammalian model, in particular, is notable as being the first compre-
hensive model of light-adaptation in mammals. Because a large portion of
modern vision research is performed using mammals, a quantitatively ac-
curate model that encompasses a wide range of the underlying biochemi-
cal mechanisms will be an important tool.
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7.2.1 Bottom-up kinetic modeling
It was stressed repeatedly that the “bottom-up” strategy employed in the
development of this model was an important feature. By this, it is meant
that attention is given to modeling the fundamental reactions of the system
in a detailed manner and allowing complex system behaviors to emerge
from these reactions. This is in contrast to more complex mathemati-
cal representations that inherently capture the desired dynamics. Several
advantages are imparted by the bottom-up strategy. First, the resulting
model becomes effectively modular, allowing new reactions to be added
easily without disrupting the rest of the reaction network [84, 152, 153].
Second, the simple parameters used in reaction rates defined according to
the law of mass action are intuitive and easy to manipulate in a biologi-
cally meaningful way. Finally, by reducing the steps of the process to the
fundamental reactions, discrepancies between the model behavior and ex-
perimental data more clearly point to gaps in the biochemical knowledge
of the system.

7.2.2 Insights into the phototransduction system
Using the two models of phototransduction, several inferences about the
system were made. A primary conclusion of Chapter 4 was that Arr
homo-oligomerization serves to delay the inactivation of the receptor R*,
in addition to its previously supposed function of maintaining an ideal
concentration of the Arr monomer (Section 4.2.7). Arr oligomerization
also serves to buffer the effect of increased RK activity, a scenario which
the model of Dell’Orco et al. [84] failed to accurately predict. Despite the
partial resolution of this discrepancy offered by this homo-oligomerization
mechanism, both the present amphibian model and the mammalian model
continue to show an unexpected shortening of saturation times when RK
activity is increased. Furthermore, the models were found to be very sen-
sitive to the precise nature of the relationship between RK’s affinity for R*

and the number of phosphates attached to R*. Finally, overly rapid inacti-
vation of the receptor may be disrupting the light-adaptation mechanisms
present in the model (Section 5.3.2). These results point to a potentially
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unknown mechanism that regulates RK’s activity.
It was also demonstrated that the cGMP regulatory dynamics in the

model are insufficient (Section 5.3.2). In the photoreceptor cell, there are
two distinct guanylate cyclases and two GCAPs that act in concert as a
Calcium-relay mechanism [75]. Several reactions are involved, including
the association and dissociation of Ca2+ to the GCAPs and the indepen-
dent binding of the two GCAPs with each GC. Yet, in the model, this
is reduced to a single reaction with a Hill-based rate equation. Based on
our simulations, it is clear that important nuances of cGMP regulation are
missing from the model, as evidenced by a partial disruption to the light-
adaptation mechanisms induced by cGMP regulation (Figure 5.2) and a
subtle imbalance in the recovery between dim-light and bright-light pho-
toresponses (Section 5.3.2). Unfortunately, we presently lack mechanistic
information to build a detailed model of this sub-system.

7.3 Conclusions

In this thesis, a broad analysis of the structure, function and evolution
of the phototransduction system has been presented. A combination of
molecular evolutionary techniques and systems biology methods was used
to uncover fascinating trends in the constraints imposed on proteins by the
systems in which they function. Meanwhile, the development and use of
comprehensive kinetic models of the system provided novel views of its
underlying dynamics and insight into shortcomings in our current knowl-
edge. In addition, a novel method of integrating a mathematical model of
a biochemical system into an evolutionary analysis was presented. This
technique offers new insight into the relationship between the dynamic
influence of proteins and the selective pressures acting on them and it will
be interesting to see it applied to a variety of systems in the future.

The results presented herein provide evidence for the importance of
protein interactions and system-level properties in evolution. In partic-
ular, it appears that selection on high-level, empirical properties of the
photoresponse has induced differential evolutionary rates in the under-
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lying proteins, such that those with the greatest influence on system dy-
namics have accrued more non-synonymous substitutions over time while
essential, topologically central proteins have been strongly constrained in
their evolution. Notably, the proteins with the greatest dynamic influence
are largely related to the signal recovery mechanisms of the phototrans-
duction pathway, which have been shown to consist of complex, interwo-
ven reactions and feedback loops that proceed with subtle, finely tuned
timing. Furthermore, much of this tangled network of interactions pro-
duces non-additive effects, raising the likelihood of epistatic interactions
between the genes. Taken together, these results point to broad patterns
of concerted evolution in the proteins of the phototransduction pathway.
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SUPPLEMENTARY
MATERIALS

A system-level, molecular-evolutionary analysis
of mammalian phototransduction

Table S1: Classification of the genes. Genes were assigned classifications ac-
cording to their photoreceptor cell-type specificity, the process in which the en-
coded protein is primarily active, and the general function of the encoded protein.
(Note: here “enzyme” specifically refers to enzymes involved in retinoid recy-
cling.)

Gene Cell Type Process Function
ABCA4 shared retinoid cycle enzyme
AIPL1 shared phototransduction other
ARR3 cone phototransduction signal regulator
ASCL1 rod development transcription regulation
CNGA1 rod phototransduction ion channel
CNGA3 cone phototransduction ion channel
CNGB1 rod phototransduction ion channel
CNGB3 cone phototransduction ion channel
CRX shared development transcription regulation
GNAT1 rod phototransduction G protein
GNAT2 cone phototransduction G protein
GNB1 rod phototransduction G protein
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Table S1 – Continued from previous page
Gene Cell Type Process Function
GNB3 cone phototransduction G protein
GNB5 shared phototransduction G protein
GNGT1 rod phototransduction G protein
GNGT2 cone phototransduction G protein
GPSM2 shared phototransduction other
GRK1 shared phototransduction signal regulator
GUCA1A shared phototransduction signal regulator
GUCA1B shared phototransduction signal regulator
GUCY2D shared phototransduction other
GUCY2F shared phototransduction other
LRAT shared retinoid cycle enzyme
NEUROD1 shared development transcription regulation
NR2E3 rod development transcription regulation
NR2F1 cone development transcription regulation
NRL rod development transcription regulation
OPN1SW cone phototransduction other
OTX2 shared development transcription regulation
PDC shared phototransduction signal regulator
PDE6A rod phototransduction phosphodiesterase
PDE6B rod phototransduction phosphodiesterase
PDE6C cone phototransduction phosphodiesterase
PDE6G rod phototransduction phosphodiesterase
PDE6H cone phototransduction phosphodiesterase
PIAS3 rod development transcription regulation
PRPH2 shared development other
RBP1 shared retinoid cycle chaperon
RBP3 shared retinoid cycle chaperon
RCVRN shared phototransduction signal regulator
RDH12 shared retinoid cycle enzyme
RDH5 shared retinoid cycle enzyme
RDH8 shared retinoid cycle enzyme
RGR shared retinoid cycle enzyme
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Table S1 – Continued from previous page
Gene Cell Type Process Function
RGS9 shared phototransduction signal regulator
RGS9BP shared phototransduction other
RHO rod phototransduction other
RLBP1 shared retinoid cycle chaperon
ROM1 shared development other
RORA cone development transcription regulation
RORB shared development transcription regulation
RPE65 shared retinoid cycle enzyme
RXRG cone development transcription regulation
SAG rod phototransduction signal regulator
SLC24A1 rod phototransduction ion channel
SLC24A2 cone phototransduction ion channel
THRB cone development transcription regulation

Table S2: Protein interactions in the phototransduction signaling pathway. The
status of each interaction is defined as “confirmed”, or generally considered to
be true by multiple sources such as reviews; “suggested”, or proposed by a pri-
mary research source but not replicated; or “inferred”, or inferred from a primary
research source, such as indirect interactions across a molecular complex where
no direct interaction is described or interactions of a paralogous protein to that
described in the research.

Gene 1 Gene 2 Status Primary Source
SAG SAG confirmed [71]
GRK1 RCVRN confirmed [143]
SLC24A2 CNGA3 confirmed [199]
SLC24A2 CNGB3 confirmed [199]
SLC24A1 CNGA1 confirmed [199]
SLC24A1 CNGB1 confirmed [199]
CNGB1 PRPH2 confirmed [200]
CNGB3 CNGA3 confirmed [201]
CNGA3 CNGA3 confirmed [201]

179



“thesis” — 2013/9/26 — 1:12 — page 180 — #206

Table S2 – Continued from previous page
Gene 1 Gene 2 Status Primary Source
CNGB3 CNGB3 confirmed [201]
CNGA1 CNGB1 confirmed [202]
CNGA1 CNGA1 confirmed [203]
CNGB3 PDE6C inferred [204]
CNGB3 PDE6H inferred [204]
CNGB1 PDE6A suggested [204]
CNGB1 PDE6B suggested [204]
CNGB1 PDE6G suggested [204]
GPSM2 GNAT2 suggested [205]
GPSM2 GNAT1 suggested [205]
PDE6C GNAT2 inferred [206]
PDE6H GNAT2 inferred [207]
GNAT1 PDE6A inferred [206]
GNAT1 PDE6G confirmed [207]
GNAT1 PDE6B inferred [206]
ARR3 OPN1SW confirmed [208]
GRK1 OPN1SW confirmed [208]
OPN1SW GNAT2 inferred [209, 210]
OPN1SW GNB3 inferred [211]
OPN1SW GNGT2 inferred [212]
SAG RHO confirmed [213]
GRK1 RHO confirmed [214]
RHO GNAT1 confirmed [215]
RHO GNB1 confirmed [215]
RHO GNGT1 confirmed [215]
PRPH2 PRPH2 confirmed [216]
PRPH2 ROM1 confirmed [216]
PDC GNB3 confirmed [217]
PDC GNGT2 confirmed [217]
PDC GNB1 confirmed [218]
PDC GNGT1 confirmed [218]
PDE6C PDE6H confirmed [219, 220]
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Table S2 – Continued from previous page
Gene 1 Gene 2 Status Primary Source
PDE6C PDE6C inferred [220]
PDE6H PDE6H inferred [221]
PDE6A PDE6G confirmed [222]
PDE6A PDE6B confirmed [222]
PDE6B PDE6G confirmed [222]
PDE6G PDE6G inferred [221]
GUCY2D GUCY2F inferred [223]
GUCY2D GUCY2D confirmed [223]
GUCY2F GUCY2F inferred [223]
GNAT2 GUCY2D confirmed [224]
GNAT2 GUCY2F confirmed [224]
GNAT1 GUCY2D confirmed [224]
GNAT1 GUCY2F confirmed [224]
GUCA1A GUCY2F confirmed [225]
GUCA1B GUCY2F confirmed [225]
GUCA1A GUCY2D confirmed [225]
GUCA1B GUCY2D confirmed [225]
RGS9 GUCY2F confirmed [226, 227]
RGS9 GUCY2D confirmed [226, 227]
RGS9 RGS9BP confirmed [228]
GNB5 RGS9 confirmed [229]
GNB5 GNAT1 inferred [230]
RGS9 PDE6G confirmed [230, 231]
RGS9 GNAT1 confirmed [230]
GNAT2 RGS9 inferred [230]
GNB5 GNAT2 inferred [230]
PDE6H RGS9 inferred [230, 231]
ROM1 ROM1 confirmed [216]
GNAT2 GNB3 inferred [210, 211, 215]
GNAT2 GNGT2 inferred [210, 212, 215]
GNB3 GNGT2 inferred [211, 212, 215]
GNAT1 GNB1 confirmed [215]
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Table S2 – Continued from previous page
Gene 1 Gene 2 Status Primary Source
GNAT1 GNGT1 confirmed [215]
GNB1 GNGT1 confirmed [215]

Table S3: The molecular evolutionary results calculated for each gene are listed:
the human protein length in amino acids, the non-synonymous substitution rate
(dN ), the synonymous substitution rate (dS), and the ratio dN/dS (ω).

Gene Length dN dS ω
ABCA4 2273 0.13 0.94 0.139
AIPL1 384 0.095 2.329 0.041
ARR3 388 0.178 0.802 0.222
ASCL1 236 0.012 1.534 0.008
CNGA1 759 0.096 1.043 0.092
CNGA3 698 0.156 1.452 0.107
CNGB1 1251 0.173 1.423 0.121
CNGB3 809 0.253 0.81 0.312
CRX 299 0.052 1.322 0.039
GNAT1 350 0.004 1.894 0.002
GNAT2 354 0.041 0.882 0.047
GNB1 340 0.003 1.047 0.003
GNB3 340 0.042 1.094 0.039
GNB5 395 0.011 1.011 0.01
GNGT1 74 0.037 1.01 0.037
GNGT2 69 0.119 1.056 0.113
GPSM2 684 0.076 0.994 0.077
GRK1 563 0.157 2.422 0.065
GUCA1A 205 0.052 2.569 0.02
GUCA1B 200 0.056 1.542 0.036
GUCY2D 1103 0.158 1.533 0.103
GUCY2F 1108 0.122 0.621 0.196
LRAT 230 0.215 1.367 0.157
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Table S3 – Continued from previous page
Gene Length dN dS ω
NEUROD1 356 0.037 1.407 0.026
NR2E3 410 0.079 1.386 0.057
NR2F1 423 0.004 0.927 0.004
NRL 237 0.191 1.165 0.164
OPN1SW 348 0.157 0.972 0.162
OTX2 297 0.023 0.377 0.06
PDC 270 0.099 0.918 0.108
PDE6A 860 0.055 1.187 0.046
PDE6B 854 0.1 1.884 0.053
PDE6C 858 0.142 1.051 0.135
PDE6G 137 0.022 0.817 0.027
PDE6H 83 0.091 0.953 0.096
PIAS3 628 0.042 0.771 0.054
PRPH2 346 0.08 1.579 0.051
RBP1 197 0.023 1.141 0.021
RBP3 1274 0.161 2.025 0.08
RCVRN 200 0.121 1.293 0.094
RDH12 316 0.125 1.104 0.113
RDH5 318 0.129 0.883 0.146
RDH8 311 0.149 1.183 0.126
RGR 297 0.219 1.556 0.141
RGS9 674 0.117 1.275 0.092
RGS9BP 235 0.179 2.468 0.073
RHO 348 0.052 1.905 0.027
RLBP1 347 0.091 1.461 0.063
ROM1 198 0.209 0.794 0.263
RORA 556 0.012 0.697 0.017
RORB 470 0.025 0.574 0.043
RPE65 533 0.061 0.98 0.062
RXRG 463 0.027 1.035 0.027
SAG 405 0.137 1.09 0.126
SLC24A1 1099 0.4 0.91 0.44
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Table S3 – Continued from previous page
Gene Length dN dS ω
SLC24A2 661 0.107 0.696 0.153
THRB 476 0.041 0.668 0.062

Table S4: GenBank Accession Numbers for resequenced exons. Several exons
were resequenced to account for their absence or poor sequence quality in the
public genome databases. All exon sequences are available on GenBank.

Gene Species Exon Accession Number
CNGB1 P. pygmaeus 1 KC484731
CNGB1 P. pygmaeus 24 KC484732
CNGB1 P. troglodytes 5 KC484733
CNGB1 P. troglodytes 6 KC484734
CNGB1 P. troglodytes 24 KC484735
CNGB1 G. gorilla 28 KC484736
GRK1 P. troglodytes 3 KC484737
PDE6B P. troglodytes 2 KC484738
PDE6B P. troglodytes 4 KC484739
PDE6B P. troglodytes 9 KC484740
PDE6B P. troglodytes 10 KC484741
PDE6B P. troglodytes 13 KC484742
PDE6B P. troglodytes 14 KC484743
PDE6B P. troglodytes 21 KC484744
PDE6B P. pygmaeus 5 KC484745
PDE6B P. pygmaeus 10 KC484746
RGS9 R. norvegicus 1 KC484747
RGS9 R. norvegicus 6 KC484748
SLC24A1 P. pygmaeus 7 KC484749
SLC24A1 G. gorilla 7 KC484750
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Exploring the rate-limiting steps in visual pho-
totransduction recovery by bottom-up kinetic mod-
eling

Supplementary figures
In the following two figures, we reproduce simulations performed by
Dell’Orco et al. [84]. We compare the results using the model of Dell’Orco
and Koch [151] (black traces) and the present model (red traces).
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Figure S5: Simulated manifestations of light adaptation in WT rods illuminated
by a saturating bright flash in the presence (dashed lines) or in the absence (solid
lines) of a previous, non- saturating steady illumination. Both models accurately
reproduce the reduction in Tsat when exposed to a previous, steady illumination.
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Figure S6: Simulated families of photoresponses from rods stimulated by
flashes of increasing strength. While WT rods (A) recover normally, rods lack-
ing RGS (B) show severely prolonged recovery. Note that the experimental and
simulated time scales differ due to species differences, and that the experimental
photocurrents are normalized to the maximum experimental photocurrent. Both
models perform similarly. The present model features slower innate E* shutoff
than previous models, thus they show slower recovery in RGS knockout experi-
ments.
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Figure S7: Simulations of RGS expression experiments of Burns and Pugh
[107]. τD, the rate of change in saturation time for increasing log stimulus in-
tensities, is strongly dependent on RGS expression level (0.2x underexpression:
X’s; 2x overexpression: stars; 4x overexpression: squares; WT: circles).
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A comprehensive model of light adaptation in
mammalian rod cells
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Table S5: Reactions and kinetics of the phototransduction model

Reaction Equation Reaction kinetics Comments
R stimulus−−−−−→ R0 vf = stimulus R

Rtot
Photoactivation of unphosphory-
lated R

R · Gt
stimulus−−−−−→ R0 · Gt vf = stimulusR·Gt

Rtot
Photoactivation of pre-coupled
R · Gt

Rn + RK
kRK1n−−−−⇀↽−−−−
kRK2

Rn · RKpre |n=0,1,...,6 vf = kRK1n ×Rn ×RK
vr = kRK2×Rn ×RKpre

Binding of Rn and RK. The associ-
ation rate constant is assumed to de-
crease exponentially with increas-
ing phosphorylations: kRK1n =
kRK10 e

−ωn

Rn · RKpre
kRK3ATP−−−−−−→ Rn+1 · RKpost |n=0,1,...,5 vf = kRK3ATP ×Rn ·RKpre Phosphorylation of Rn to give Rn+1

Rn · RKpost
kRK4−−−→ Rn + RK |n=1,2,...,6 vf = kRK4×Rn ·RKpost Dissociation of the Rn · RK com-

plex

Rn + Arr
kA1n−−−⇀↽−−−
kA2

Rn · Arr |n=1,2,...,6 vf = kA1n ×Rn ×Arr
vr = kA2×Rn ·Arr

Binding of Rn and Arr. The
association rate constant in-
creases linearly with the first
four phosphorylations: kA1n ={
kArr + (n− 1)mArr n ≤ 4
kArr + 3mArr n > 4

Rn · Arr kA3−−→ Ops + Arr |n=1,2,...,6 vf = kA3×Rn ·Arr Arr-mediated inactivation of Rn.
Ops indicates the ligand-free recep-
tor
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Table S5 – Continued from previous page
Reaction Equation Reaction kinetics Comments
Arr + Arr

kA4−−⇀↽−−
kA5

Arrdi vf = kA4×Arr2

vr = kA5×Arrdi
Arr homo-dimerization

Arrdi + Arrdi
kA4−−⇀↽−−
kA5

Arrtetra vf = kA4×Arr2
di

vr = kA5×Arrtetra
Arr homo-tetramerization

Rn
ktherm−−−−→ Ops |n=0,1,...,6 vf = ktherm×Rn Thermal decay of catalytic active

form of Rn to give Ops

Ops + Gt
kOps−−−⇀↽−−−
kG2

Ops · Gt vf = kOps×Ops×Gt
vr = kG2×Ops.Gt

Spontaneous Ops activity

Ops · Gt
kG3−−−−−⇀↽−−−−−

kG4GDP

Ops · G vf = kG3×Ops ·Gt
vr = kG4GDP ×Ops ·G

GDP dissociation from the Ops · Gt
complex

Ops · G kG5GTP−−−−−→ Ops · GGTP vf = kG5GTP ×Ops.G GTP binding to the Ops · Gt com-
plex

Ops · GGTP
kG6−−→ Ops + GGTP vf = kG6×Ops ·GGTP Dissociation of the Ops · GGTP

complex

Ops
kRrecyc−−−−→ R vf = kRrecyc ×Ops Chromophore regeneration by 11-

cis retinal binding to Ops

R + Gt

kGpre1−−−−⇀↽−−−−
kGpre2

R · Gt vf = kGpre1 ×Gt ×R
vr = kGpre2 ×R ·Gt

Pre-coupling of inactive R to Gt,
where kGpre1 = 1.6 kG10 and
kGpre2 = 315 kG2
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Table S5 – Continued from previous page
Reaction Equation Reaction kinetics Comments
Rn + Gt

kG1n−−−⇀↽−−−
kG2

Rn · Gt |n=0,1,...,6 vf = kG1n ×R×Gt
vr = kG2×R ·Gt

Binding of Rn and Gt. The associa-
tion rate constant is assumed to de-
crease exponentially with increas-
ing phosphorylations: kG1n =
kG10 e

−ωGn

Rn · Gt
kG3−−−−−⇀↽−−−−−

kG4GDP

Rn · G |n=0,1,...,6 vf = kG3×Rn ·Gt
vr = kG4GDP ×Rn ·G

GDP dissociation from the Rn · Gt
complex

Rn · G
kG5GTP−−−−−→ Rn · GGTP |n=0,1,...,6 vf = kG5GTP ×Rn ·G GTP binding to the Rn · Gt complex

Rn · GGTP
kG6−−→ Rn + GGTP |n=0,1,...,6 vf = kG6×Rn ·GGTP Dissociation of the Rn · GGTP com-

plex

GGTP
kG7−−→ GαGTP + Gβγ vf = kG7×GGTP Dissociation of trimeric Gt into α

and βγ subunits

PDE + GαGTP
kP1−−−−⇀↽−−−−

kP1rev
PDE · GαGTP vf = kP1× PDE ×GαGTP

vr = kP1rev × PDE ·GαGTP
Binding of GαGTP to one PDE inac-
tive subunit

PDE · GαGTP
kP2−−→ PDE* · GαGTP vf = kP2× PDE ·GαGTP Activation of the PDE · GαGTP

complex
PDE* · GαGTP +

GαGTP
kP3−−→ GαGTP · PDE* · GαGTP

vf = kP3×PDE∗ ·GαGTP ×GαGTP Binding of GαGTP to singly active
PDE

GαGTP · PDE* · GαGTP
kP4−−→ GαGTP · *PDE* · GαGTPvf = kP4×GαGTP ·PDE∗ ·GαGTP Activation of the second GαGTP-

bound PDE subunit
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Table S5 – Continued from previous page
Reaction Equation Reaction kinetics Comments
RGS+PDE* · GαGTP

kRGS1−−−−→ RGS · PDE* · GαGTP vf = kRGS1 × RGS × PDE∗ ·
GαGTP

Binding of RGS9-1 complex to a
singly-active PDE tetramer

RGS · GαGTP · *PDE* · GαGTP
kRGS2−−−−→ PDE* · GαGTP+

RGS + GαGDP

vf = kRGS2 × RGS · GαGTP ·∗
PDE∗ ·GαGTP

RGS9-1-mediated deactivation of
one of two PDE active subunits

RGS+PDE* · GαGTP
kRGS1−−−−→ RGS · PDE* · GαGTP vf = kRGS1 × RGS × PDE∗ ·

GαGTP

Binding of RGS9-1 complex to a
singly active PDE

RGS · PDE* · GαGTP
kRGS2−−−−→ PDE + RGS +

GαGDP

vf = kRGS2×RGS ·PDE∗ ·GαGTP RGS9-1-mediated deactivation of
the singly active PDE

PDE* · GαGTP
kPDEshutoff−−−−−−−−→ PDE + GαGDP vf = kPDEshutoff ×PDE∗ ·GαGTP Inactivation of the PDE* · GαGTP

complex by GαGTP’s GTPase activ-
ity

GαGTP · *PDE* · GαGTP
kPDEshutoff−−−−−−−−→ PDE* · GαGTP+

GαGDP

vf = kPDEshutoff × GαGTP ·∗
PDE∗ ·GαGTP

Inactivation of one of the two active
PDE subunits by GαGTP’s GTPase
activity

GαGTP
kGshutoff−−−−−−→ GαGDP vf = kGshutoff ×GαGTP GαGTP auto-catalytic GTPase activ-

ity

GαGDP + Gβγ

kGrecyc−−−−→ Gt vf = kGrecyc×GαGDP ×Gβγ Reconstitution of Gt heterotrimer
from inactive subunits

RecT + Ca2+
free

kRec1−−−⇀↽−−−
kRec2

RecR · Ca2+ vf = kRec1×RecT × Ca2+
free

vr = kRec2×RecR · Ca2+

Ca2+-induced Rec conformation
change
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Table S5 – Continued from previous page
Reaction Equation Reaction kinetics Comments
RecR · Ca2+ + RK

kRec3−−−⇀↽−−−
kRec4

RecR · Ca2+ · RK vf = kRec3×RecR · Ca2+ ×RK
vr = kRec4×RecR · Ca2+ ·RK

Binding of RK to Rec

Ca2+
free

k1−⇀↽−
k2

Ca2+
buff vf = k1× (eT − Ca2+

buff )× Ca
2+
free

vr = k2× Ca2+
buff

Ca2+ association and dissociation
from intracellular buffers with total
concentration eT

Ca2+
free

γCa−−→ vf = γCa × (Ca2+
free − Ca

2+
0 ) Intracellular Ca2+-efflux via the

Na+/Ca2+ K+ exchanger

−→ Ca2+
free vf = 106 fCa×Jdark

(2+fCa)×F×Vcyto
×
(

cGMP
cGMPdark

)ncg

Extracellular Ca2+-influx via the
cGMP-gated cation channels

−→ cGMP vf = αmax

1+

(
Ca2+

free
Kc1

)m1 + αmax

1+

(
Ca2+

free
Kc2

)m2 cGMP synthesis by guanylate cy-
clase

cGMP −→ vf = (βdark + βsub × E)× cGMP cGMP hydrolysis by PDE
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Table S6: Amplification-related model parameter values and sources

Parameter Description Value Source
ωG Exponential rate of decay of Gt affinity

for R* with increasing phosphorylations
0.6 ref. [68]

kG10 Binding rate of Gt to unphosphorylated
R*

1× 10−3 s−1 manually tuned

kG2 Dissociation rate of the R* · Gt complex 2200 s−1 manually tuned
kG3 Dissociation rate of GDP from the R* · Gt

complex
8500 s−1 manually tuned

kG4GDP Association rate of GDP to the R* · Gt
complex

400 s−1 manually tuned

kG5GTP Association rate of GTP to the R* · Gt
complex

3500 s−1 manually tuned

kG6 Dissociation rate of the R* · GGTP com-
plex

8500 s−1 manually tuned

kG7 Dissociation rate of GGTP into Gβγ and
GαGTP

200 s−1 ref. [84]

kOps Association rate of Ops (ligand-free R)
and Gt due to basal activity

6.1172× 10−13 s−1 ref. [232]

kP1 Binding rate of PDE to GαGTP 0.054 97 s−1 ref. [84]
kP1rev Dissociation rate of PDE · GαGTP, without

PDE activation
0 s−1 ref. [84]
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Table S6 – Continued from previous page
Parameter Description Value Source

kP2 Rate of activation of the first PDEγ sub-
unit of PDE · GαGTP

940.7 s−1 ref. [84]

kP3 Binding rate of GαGTP to an active
PDE · GαGTP complex

1.4983× 10−9 s−1 ref. [84]

kP4 Rate of activation of the second PDEγ
subunit of GαGTP · PDE · GαGTP

21.088 s−1 ref. [84]
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Table S7: Recovery-related model parameter values and sources

Parameter Description Value Source
kRK10 Binding rate of RK to unphosphorylated

R*
0.1724 s−1 manually tuned

ω Exponential rate of decay of RK affinity
for R* with increasing phosphorylations

2.5 manually tuned

kRK2 Dissociation rate of R* from RK prior to
phosphorylation

250 s−1 ref. [84]

kRK3ATP Binding rate of ATP to R* · RK 4000 s−1 estimated
kRK4 Dissociation rate of R* from the R* · RK

complex following phosphorylation
250 s−1 manually tuned

kArr Binding rate of Arr to singly-
phosphorylated R*

9.9147× 10−6 s−1 manually tuned

kA2 Dissociation rate of R* from the Arr · R*

complex prior to R∗ inactivation
0.026 s−1 manually tuned

c.f. ref. [68]
mArr Linear rate of increase of Arr affinity for

R* with increasing phosphorylations
9.5475× 10−6 manually tuned

c.f. ref. [68]
kA3 Dissociation rate of R* from the Arr · R*

complex following R* inactivation
1.1651 s−1 estimated

kA4 Binding rate of Arr to form homo-
oligomers

2.9965× 10−7 s−1 estimated

kA5 Dissociation rate of Arr from homo-
oligomers

0.424 s−1 manually tuned
c.f. ref. [72]
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Table S7 – Continued from previous page
Parameter Description Value Source
kRrecyc Rate constant for R regeneration from

Ops.
0.0007 s−1 ref. [233]

ktherm Thermal decay of R* 0.0238 s−1 ref. [234]
kGrecyc Binding rate for GαGDP to Gβγ 2 s−1 ref. [80]

kGshutoff Rate of GαGTP auto-catalytic GTPase ac-
tivity

0.05 s−1 ref. [80]

kPDEshutoff Rate of PDE-induced spontaneous
PDE · GαGTP shutoff

0.1 s−1 manually tuned

kRGS1 Binding rate of RGS9−1 to PDE · GαGTP
(one or both active subunits)

4.8182× 10−5 s−1 estimated

kRGS2 Rate of hydrolysis and dissociation of one
PDE subunit from GαGTP

98 s−1 ref. [181]

kRec1 Rate of Ca2+-triggered Rec conforma-
tional change (tense to relaxed)

0.011 µM−1 s−1 ref. [62]

kRec2 Rate of Rec conformational change (re-
laxed to tense)

0.05 s−1 ref. [62]

kRec3 Binding rate of Rec · Ca2+ to RK 4.1081× 10−4 s−1 ref. [84]
kRec4 Dissociation rate of RK from Rec−Ca2+ 0.610 084 s−1 ref. [84]
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Table S8: Ca2+ and cGMP regulation-related model parameter values and sources

Parameter Description Value Source
Vcyto Outer segment cytoplasmic volume 0.039 16 pL ref. [178]
Kc1 EC50 for GCAP1-mediated Ca2+ feed-

back on GC activity
139 nM ref. [176]

Kc2 EC50 for GCAP2-mediated Ca2+ feed-
back on GC activity

59 nM ref. [176]

m1 Hill coefficient for GCAP1-mediated Ca2+

feedback on GC activity
1.7 ref. [176]

m2 Hill coefficient for GCAP2-mediated Ca2+

feedback on GC activity
1.7 ref. [176]

αmax Maximal rate of cGMP synthesis 60 µM s−1 ref. [182]
βdark Dark rate of cGMP hydrolysis 4.1 s−1 ref. [108]
βsub Rate constant for one catalytic PDE sub-

unit
2.1826× 10−3 s−1 calculated c.f. ref. [78]

(kcat = 3500s−1, Km =
17µM , BcG = 2)

fCa Fraction of the circulating current carried
by Ca2+

0.12 ref. [108]

Jdark Dark circulating current 14.87 pA manually tuned
cGMPdark Dark cGMP concentration 5.1 µM steady-state analysis

ncg Hill coefficient for opening cGMP-gated
ion channels

3.8 manually tuned
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Table S8 – Continued from previous page
Parameter Description Value Source

γCa Rate of Ca2+ extrusion by Na+/Ca2+ K+

ion exchanger
981.3558 s−1 steady-state analysis

Ca2+
dark Dark Ca2+ concentration 0.25 µM ref. [183]

Ca2+
0 Minimum intracellular Ca2+ concentra-

tion
0.023 µM ref. [183]

k1 Binding rate of Ca2+ to cytoplasmic
buffers

9.370 59 µM−1 s−1 estimated

k2 Dissociation rate of Ca2+ from cytoplas-
mic buffers

46.412 s−1 steady-state analysis

eT Total Ca2+ buffer molecules concentration 400 µM [84]199
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Figure S8: Electrophysiological measurements as functions of the parameter
kRK10.
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Figure S9: Electrophysiological measurements as functions of the parameter
kRK2.
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Figure S10: Electrophysiological measurements as functions of the parameter
kRK3ATP .

203



“thesis” — 2013/9/26 — 1:12 — page 204 — #230

0.0 0.5 1.0 1.5 2.0

0
4

8
1

2

Peak Amplitude

Fold Change

A
m

p
lit

u
d

e
 (

p
A

)

0.0 0.5 1.0 1.5 2.0
0

2
4

6
8

τrec

Fold Change

τ
re

c
 (

s
)

0.0 0.5 1.0 1.5 2.0

0
2

4
6

8

Saturation Time

Fold Change

S
a

tu
ra

ti
o

n
 T

im
e

 (
s
)

0.0 0.5 1.0 1.5 2.0

0
.0

1
.0

2
.0

3
.0

τD

Fold Change

τ
D
 (

s
)

Figure S11: Electrophysiological measurements as functions of the parameter
kRK4.
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Figure S12: Electrophysiological measurements as functions of the parameter
kArr.
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Figure S13: Electrophysiological measurements as functions of the parameter
mArr.
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Figure S14: Electrophysiological measurements as functions of the parameter
kA2.
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Figure S15: Electrophysiological measurements as functions of the parameter
kA3.
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Figure S16: Electrophysiological measurements as functions of the parameter
kA4.
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Figure S17: Electrophysiological measurements as functions of the parameter
kA2.
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Figure S18: Electrophysiological measurements as functions of the parameter
kOps.
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Figure S19: Electrophysiological measurements as functions of the parameter
kG10.
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Figure S20: Electrophysiological measurements as functions of the parameter
kG2.
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Figure S21: Electrophysiological measurements as functions of the parameter
kG3.
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Figure S22: Electrophysiological measurements as functions of the parameter
kG4GDP .
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Figure S23: Electrophysiological measurements as functions of the parameter
kG5GTP .
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Figure S24: Electrophysiological measurements as functions of the parameter
kG6.
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Figure S25: Electrophysiological measurements as functions of the parameter
kG7.
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Figure S26: Electrophysiological measurements as functions of the parameter
kGshutoff .
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Figure S27: Electrophysiological measurements as functions of the parameter
kP1.
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Figure S28: Electrophysiological measurements as functions of the parameter
kP2.
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Figure S29: Electrophysiological measurements as functions of the parameter
kP3.
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Figure S30: Electrophysiological measurements as functions of the parameter
kP4.
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Figure S31: Electrophysiological measurements as functions of the parameter
kPDEshutoff .
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Figure S32: Electrophysiological measurements as functions of the parameter
βdark.
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Figure S33: Electrophysiological measurements as functions of the parameter
βsub.
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Figure S34: Electrophysiological measurements as functions of the parameter
kRGS1.
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Figure S35: Electrophysiological measurements as functions of the parameter
kRGS2.
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Figure S36: Electrophysiological measurements as functions of the parameter
kRec1.
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Figure S37: Electrophysiological measurements as functions of the parameter
kRec2.
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Figure S38: Electrophysiological measurements as functions of the parameter
kRec3.
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Figure S39: Electrophysiological measurements as functions of the parameter
kRec4.
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H. Retinal S antigen identified as the 48K protein regulating light-
dependent phosphodiesterase in rods. Science, 228(4701):891–
893, 1985.

[214] Palczewski K, McDowell JH, Hargrave PA. Rhodopsin kinase:
substrate specificity and factors that influence activity. Biochem-
istry, 27(7):2306–2313, 1988. ISSN 0006-2960.

262



“thesis” — 2013/9/26 — 1:12 — page 263 — #289

[215] Fung B, Hurley J, Stryer L. Flow of information in the light-
triggered cyclic nucleotide cascade of vision. Proceedings of the
National Academy of Sciences, 78(1):152–156, 1981.

[216] Moritz OL, Molday RS. Molecular cloning, membrane topology,
and localization of bovine rom-1 in rod and cone photoreceptor
cells. Investigative Ophthalmology & Visual Science, 37(2):352–
362, 1996. ISSN 0146-0404.

[217] Chen F, Ng PS, Faull KF, Lee RH. Cone photoreceptor βγ-
transducin: posttranslational modification and interaction with
phosducin. Investigative Ophthalmology & Visual Science,
44(11):4622–4629, 2003. ISSN 0146-0404. doi:10.1167/iovs.
03-0420.

[218] Kuo C, Taniura H, Watanabe Y, Fukada Y, Yoshizawa T, Miki
N. Identification of a retina-specific MEKA protein as a 33 K
protein. Biochemical and Biophysical Research Communications,
162(3):1063–1068, 1989.

[219] Gillespie PG, Beavo JA. Characterization of a bovine
cone photoreceptor phosphodiesterase purified by cyclic GMP-
sepharose chromatography. The Journal of Biological Chemistry,
263(17):8133–8141, 1988. ISSN 0021-9258.

[220] Hurwitz RL, Bunt-Milam AH, Chang ML, Beavo JA. cGMP phos-
phodiesterase in rod and cone outer segments of the retina. The
Journal of Biological Chemistry, 260(1):568–573, 1985. ISSN
0021-9258.

[221] Deterre P, Bigay J, Forquet F, Robert M, Chabre M. cGMP
phosphodiesterase of retinal rods is regulated by two inhibitory
subunits. Proceedings of the National Academy of Sciences,
85(8):2424–2428, 1988. ISSN 0027-8424.

[222] Hurley JB, Stryer L. Purification and characterization of the
gamma regulatory subunit of the cyclic GMP phosphodiesterase

263



“thesis” — 2013/9/26 — 1:12 — page 264 — #290

from retinal rod outer segments. The Journal of Biological Chem-
istry, 257(18):11094–11099, 1982. ISSN 0021-9258.

[223] Yu QM, Cheng ZJ, Gan XQ, Bao GB, Li L, Pei G. The amino
terminus with a conserved glutamic acid of G protein-coupled re-
ceptor kinases is indispensable for their ability to phosphorylate
photoactivated rhodopsin. Journal of Neurochemistry, 73(3):1222–
1227, 1999. ISSN 0022-3042.

[224] Rosenzweig DH, Nair KS, Levay K, Peshenko IV, Crabb JW,
Dizhoor AM, Slepak VZ. Interaction of retinal guanylate cy-
clase with the α subunit of transducin: potential role in trans-
ducin localization. Biochemical Journal, 417:803–812, 2009. doi:
10.1042/BJ20081513.

[225] Koch KW, Duda T, Sharma RK. Photoreceptor specific guanylate
cyclases in vertebrate phototransduction. Molecular and Cellular
Biochemistry, 230(1):97–106, 2002.

[226] Yu H, Bondarenko VA, Yamazaki A. Inhibition of retinal guanylyl
cyclase by the RGS9-1 N-terminus. Biochemical and Biophysi-
cal Research Communications, 286(1):12–19, 2001. ISSN 0006-
291X. doi:10.1006/bbrc.2001.5346.

[227] Seno K, Kishigami A, Ihara S, Maeda T, Bondarenko V, Nishizawa
Y, Usukura J, Yamazaki A, Hayashi F. A possible role of RGS9 in
phototransduction. A bridge between the cGMP-phosphodiesterase
system and the guanylyl cyclase system. The Journal of Biological
Chemistry, 273(35):22169–22172, 1998.

[228] Hu G, Wensel T. R9AP, a membrane anchor for the photoreceptor
GTPase accelerating protein, RGS9-1. Proceedings of the National
Academy of Sciences, 99(15):9755–9760, 2002.

[229] Makino E, Handy J, Li T, Arshavsky V. The GTPase activating
factor for transducin in rod photoreceptors is the complex between

264



“thesis” — 2013/9/26 — 1:12 — page 265 — #291

RGS9 and type 5 G protein beta subunit. Proceedings of the Na-
tional Academy of Sciences, 96(5):1947–1952, 1999.

[230] He W, Cowan C, Wensel T. RGS9, a GTPase accelerator for pho-
totransduction. Neuron, 20(1):95–102, 1998.

[231] Slep KC, Kercher MA, He W, Cowan CW, Wensel TG, Sigler PB.
Structural determinants for regulation of phosphodiesterase by a G
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