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Abstract

Wind energy has increased its presence in many countries and it is expected
to have even a higher weight in the electrical generation share with the
implantation of offshore wind farms. In this context, the development of
accurate models of Wind Energy Conversion Systems (WECSs) is important
for grid operators in order to evaluate their behavior. Grid codes offer a
set of rules to validate models with data gathered from field tests. In the
first part of this thesis, a WECS model based on a Doubly-Fed Induction
Generator (DFIG) is validated according to the German and Spanish grid
codes. Nowadays many wind farms use DFIGs, consequently, the field data
available was based on this technology. For the offshore wind power industry,
a promising technological advance are WECSs that incorporate Permanent
Magnet Synchronous Generators (PMSG). For this reason, the second part
of this thesis is focused on PMSG-based wind turbines with fully-rated back-
to-back converters. This converter can be divided in two sides: the Grid-
Side Converter (GSC) that interacts with the network and the Machine-Side
Converter (MSC) that controls the generator.

In general, the converter control system relies on traditional PI controllers
and, in some cases, it includes decoupling terms that aim to reduce the
crossed influence among variables. This controller is easily tuned and im-
plemented since it has a simple structure, however, its response is not ideal
since it does not exploit all the degrees of freedom available in the system.
It is important to develop reliable controllers that can offer a predictable
system response and provide stability and robustness. Specially for areas
where the wind power presence is high and wind farms connected to weak
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grids.
In this work, a control system for the power converter based on H∞ con-

trol theory and Linear Parameter-Varying (LPV) controllers is proposed.
Optimal control theory provides a framework where more options can be
taken in consideration during the controller design stage. In particular, H∞

control theory permits the development of multi-variable controllers in or-
der to obtain an optimal response of the system, to provide some robustness
and to ensure stability. Using this technique during the controller synthesis
process the worst disturbance signals case is contemplated, in this way, the
resulting controller robustifies the operation of the system. This controller is
proposed for the GSC with special emphasis in developing a low-complexity
controller that maintains the benefits of applying the optimal control theory
and facilitates its implementation in industrial computers.
For the MSC a different strategy based on LPV control is proposed since

the operating point of the generator changes constantly. The LPV-based
control system is capable of adapting dynamically the controller to the op-
erating point of the system, in this way, the response defined during the
design process is always obtained. Using this technique, the system stability
over the entire range of operation is guaranteed and, also, a predictable and
uniform response is obtained. The controller is designed to keep a simple
structure, as a result, a controller that is not computationally demanding
is obtained and a solution that can be used with industrial equipment is
provided.
A test bench including a PMSG and a fully-rated back-to-back converter

is developed in order to validate experimentally the control strategy de-
signed in this work. The implementation-oriented nature of the proposed
controllers facilitates their use with the Digital Signal Processor (DSP) em-
bedded in the control board of the test bench. The experiments performed
verify in a realistic environment the theoretical benefits and the simulation
results obtained previously. These tests helped also to assess the correct
performance of the controllers in a discrete system and their tolerance to
noisy signals and measurements.



Resum

L’energia eòlica ha incrementat la seva presència a molts päısos i s’espera que
tingui encara un pes més gran en la generació elèctrica amb la implantació
de la tecnologia eòlica marina. En aquest context el desenvolupament de
models dels Sistemes de Generació per Turbina de Vent (SGTV) precisos és
important pels operadors de xarxa per tal d’avaluar-ne el comportament. Els
codis de xarxa ofereixen un seguit de normes per validar models amb dades
obtingudes de proves de camp. A la primera part d’aquesta tesi un model
de SGTV amb màquina d’inducció doblement alimentada (DFIG) és validat
d’acord amb les normatives espanyola i alemanya. Avui dia molts parc eòlics
utilitzen DFIG i, en conseqüència, les dades de camp disponibles son per
aquesta tecnologia. Per a la indústria eòlica marina un avanç prometedor
son els SGTV amb generadors śıncrons d’imants permanents (PMSG). Per
aquesta raó la segona part d’aquesta tesi es centra en SGTV basats en PMSG
amb convertidor back-to-back de plena potència. Aquest convertidor es pot
dividir en dues parts: el costat de xarxa (GSC) que interactua amb la xarxa
elèctrica i el costat de màquina (MSC) que controla el generador.

En general, el sistema de control del convertidor recau en els tradicionals
controladors PI i, en ocasions, incorpora desacoblaments per reduir les influ-
encies creuades entre les variables. Aquest controlador pot ser sintonitzat i
implementat fàcilment donat que la seva estructura és simple, però, no pre-
senta una resposta idònia donat que no aprofita tots els graus de llibertat
disponibles en el sistema. És important desenvolupar controladors fiables
que puguin oferir una resposta previsible del sistema i proveir robustesa i
estabilitat. En especial per zones on la presència eòlica és gran i per parcs
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eòlics connectats a xarxes dèbils.
En aquest treball es proposa un sistema de control pel convertidor basat

en teoria de control H∞ i en controladors Lineals amb Paràmetres Variants
(LPV). La teoria de control òptim proveeix un marc de treball on més op-
cions es poden tenir en consideració a l’hora de dissenyar el controlador. En
concret la teoria de control H∞ permet crear controladors multivariables per
tal d’obtenir una òptima resposta del sistema, proveir certa robustesa i as-
segurar l’estabilitat. Amb aquesta tècnica, durant la śıntesi del controlador
el pitjor cas de senyals de pertorbació és contemplat, d’aquesta manera el
controlador resultant robustifica l’operació del sistema. Es proposa aquest
control pel GSC posant especial èmfasi en obtenir un control de baixa com-
plexitat que mantingui els beneficis d’aplicar la teoria de control òptim i en
faciliti la implementació en computadors industrials.
Pel MSC es proposa una estratègia diferent basada en control LPV do-

nat que el punt d’operació del generador canvia constantment. El sistema de
control basat en LPV és capaç d’adaptar-se dinàmicament al punt d’operació
del sistema, aix́ı s’obté en tot moment la resposta definida durant el procés
de disseny. Amb aquesta tècnica l’estabilitat del sistema sobre tot el rang
d’operació queda garantida i, a més, s’obté una resposta predictible i uni-
forme. El controlador està dissenyat per tenir una estructura simple, com a
resultat s’obté un control que no és computacionalment exigent i es proveeix
una solució que pot ser utilitzada amb equips industrials.
S’utilitza una bancada de proves que inclou el PMSG i el convertidor back-

to-back per tal d’avaluar experimentalment l’estratègia de control dissenyada
al llarg d’aquest treball. L’enfoc orientat a la implementació dels controls
proposats facilita el seu ús amb el processador de senyals digitals inclòs a
la placa de control de la bancada. Els experiments realitzats verifiquen en
un ambient realista els beneficis teòrics i els resultats de simulació obtinguts
prèviament. Aquestes proves han ajudat a valorar el funcionament dels con-
trols en un sistema discret i la seva tolerància al soroll de senyals i mesures.
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1
Introduction

Wind Energy Conversion Systems (WECS) have increased its penetration
in the electrical grid of most countries during the last years. Integration
of wind power in power systems [4, 5] is becoming a challenge specially in
terms of power quality and fault ride-through capability. Detailed models of
wind turbines are required, by grid operators, power companies, wind farm
developers and also in the research field, for grid integration studies both for
analysis of the wind turbine under grid faults and for power system stability
studies.

Doubly-Fed Induction Generators (DFIG) are a well-known technology
widely used for wind power purposes. Many authors have studied the mod-
eling of DFIG-based wind turbines for different purposes, in [6] the influence
of the model simplifications and the parameters are analyzed, the model de-
veloped in [7] focuses on the effect of sub-synchronous resonance in the grid.
Other authors have studied the model of DFIG in fault conditions [8], in [9]
the experimental verification of the model is done and in [10] field data is
used for model validation.

On the other hand, Permanent Magnet Synchronous Generators (PMSG)
do not require electrical excitation, are more efficient and show a better
weight/power ratio, compared to other generator technologies [11]. These
facts make the PMSG an interesting option and, consequently, many authors
have considered its use for different applications such as gas turbines [12],
hydro power [13], diesel generators [14], flywheels [15, 16] and wind power
systems [17] among others. Its use is specially interesting for WECS since
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their presence is increasing worldwide and it is expected that the installed
capacity will keep growing in the next years [18]. Wind turbines equipped
with PMSG and full scale power converter seem to be the trend of the in-
dustry for offshore wind farm topology, the motivation of this choice is given
by the new scale of size (diameter of more than 120 m) and power (more
than 5 MW) of the next wind turbines generation [19].

In any case, it is crucial to develop reliable WECS simulation models in
order to test their operation, control system and their response in front of
unexpected situations. In general, these models are not used to design the
controllers, since most of the control design techniques use linear models
based on simplifications and assumptions, but are useful to evaluate the
controllers performance in a realistic environment. The idea is to check how
accurate are the predictions obtained by means of simulation, for this reason
the grid codes [20, 1, 3, 21] provide a set of rules to measure the accuracy
of the model.

Other important aspect of the development and growth of this type of
renewable energy is the use of power electronics devices. Modern wind tur-
bine based energy sources use power converters to enhance their performance
and range of operation. In consequence, the presence of power converters
in the power grid have increased rapidly in the recent years [22]. Their
flexibility for energy flow control makes possible the interconnection of dif-
ferent kind of power sources [23, 24] or energy storage devices and the AC
grid [25]. Over this decade, higher voltage levels in the semiconductors have
been achieved and costs have been reduced [26]. This evolution has led to
a massive implantation of power electronic devices, specially as a solution
for renewable energy sources integration in the AC grid [27, 28] and for the
development of smart and micro grids [29]. Other interesting applications
of power converters are HVDC transmission lines [30], where the interaction
between AC and DC lines is managed by the converters, and STATCOM
devices, that provide reactive power and facilitate the compliance with the
grid codes improving the grid integration of power sources [31]. In this work,
the control of Voltage Source Converters (VSCs) will be analyzed, the use
of VSC is motivated by the fact that they are widely used for distributed
energy resources integration into the power grid.

It is usual to use back-to-back (B2B) converters in WECS applications.
This type of converter has two sides, one interacts with the power grid,
known as Grid-Side Converter (GSC), and the other with the machine,
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known as Machine-Side Converter (MSC). The control system of power con-
verters is becoming a topic of interest since several types of distributed en-
ergy resources are being incorporated into the power grid, in this sense many
control options have been analyzed [32]. Regarding the GSC, some authors
have proposed different types of controllers, traditionally linear controllers
were considered, such as PI controllers [33], state feedback controllers [34]
and constant switching frequency predictive controllers [35]. In recent in-
vestigations, robust control techniques [36, 37] have been studied and the
application of H∞ control theory to design the control system of power elec-
tronics devices [38, 39, 40] has been considered as well.

Optimal controllers based on H∞ control theory offer some advantages
respect to traditional controllers in power converters applications. Com-
monly, the control of VSC relies on simple PI structures with decoupling
terms. Model simplifications are used in order to compute the PI parame-
ters by using design techniques such as Internal Model Control (IMC) [41].
Although these schemes provide satisfactory responses, they do not fully
exploit the control possibilities of multi-variable tools, an improvement in
performance and stability of multi-variable controllers is reported in [42].
It is also analyzed via simulation the use of H∞ control theory based con-
trollers in [43] showing a better handling of grid disturbances than regular
PI controllers.

In the case of the MSC, power electronic devices have an important role
because they control the generator and link it to the electrical subsystem.
Many of the proposed control strategies are focused on the high-level (speed)
control system that computes the reference signals [44, 45, 46] for the low-
level (converter) control. Generally, the low-level control system is based
on vector control theory where the control actions are the voltages and the
currents are the variables to be controlled. Similarly to the GSC case, the
control strategies are usually based on PI structures [47, 48, 49] and some
of them include decoupling terms [50, 51]. These additional terms help to
adapt the controller response to different operating conditions, thus, im-
proving the performance of the system. In variable speed wind turbines,
the controller has to deal with wide operating conditions covering from the
cut-in speed to the maximum limit, where the pitch control starts to act;
within this range, the rotational speed can double its value.

For systems with dynamic responses changing with the operating condi-
tions, gain scheduling techniques have proved to be effective at extending
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linear control ideas to non-linear or time varying systems. Notice that the PI
controllers with decoupling terms commonly used in PMSG applications as
in [50, 51] are basically gain scheduled controllers adapting themselves to dif-
ferent rotational velocities. In particular, Linear Parameter-Varying (LPV)
system theory has been proposed to formalise systematic design procedures
for gain-scheduled controllers [52, 53]. These techniques have been success-
fully applied in other generator technologies; in particular, they can be found
in the control of doubly-fed induction generators (DFIG) in [54, 55, 56].
In [57, 58], H∞ gain-scheduled controllers are proposed for induction mo-
tors based on output feedback schemes, leading in both cases to complex
control implementations. In [58] the authors conclude that one drawback
of the proposed approach is especially for DSP implementation due to the
increasing degree of the controller. An alternative using a parameteriza-
tion of the LPV stabilizing controller is used in [59] to regulate the angular
speed. Applications for Permanent Magnet Synchronous Motors (PMSM)
are discussed in [60, 61] where the LPV approach is used to develop a robust
controller. In [61] and [62] the LPV approach is proposed for PMSM using
an output feedback scheme and including first order weighting functions that
yield high-order controllers. In most of these applications, the controllers
are evaluated via simulation but not experimentally.

Despite the quantity of research done in this field, control systems based
on H∞ control theory and the LPV approach are, in some sense, considered
to be too complicated and demanding for industrial equipment. It is in this
context where one of the objectives of this project is to develop controllers
using these control design techniques and evaluate their potential benefits
and computational cost in a wind power framework.

1.1 Thesis objectives

• In a first place, the development and validation of a WECS electrical
subsystem model had to be performed. In this sense, obtaining a
reliable simulation model was important to predict the response of the
system to different control strategies.

• The design of control systems for both sides of the back-to-back con-
verter using H∞ control theory and specially an LPV controller to
manage the generator side.

• Develop a test bench in the laboratory and test the proposed con-
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trollers using standard DSP processing units.

• Evaluation of the improvements and drawbacks of using optimal con-
trollers for industrial applications.

1.2 Main contribution of this thesis

The control system of the electrical variables in a WECS is, generally, based
on Single-Input Single-Output PI controllers. It is the aim of this work to
design and test an alternative strategy for the control system using a dif-
ferent approach. A LPV controller is selected to manage the MSC while
an optimal controller based on H∞ control theory is chosen for the GSC.
In many applications, these type of controllers may improve the resultant
performance but the increase of complexity that brings with them does not
justify its use. The control strategy proposed in this project offers ”light”
controllers that maintain the positive characteristics of using these tech-
niques, such as stability, robustness or adaptability, while the drawbacks
are reduced in terms of computing time or memory occupation. In a first
stage, a complete model of a WECS is developed and validated providing
confidence about the results obtained via simulation when testing the differ-
ent controllers. It is also offered a guideline to follow the official grid codes
regarding the model validation process. In a second step the proposed H∞-
based control system is designed and tested in a grid-connected VSC acting
as an interface between some sort of power source (in DC) and the AC grid,
as many kind of distributed energy resources are. In the last stage the LPV
control system of the generator is developed and tested in combination with
the controller designed in the previous step for the grid side. A small-scale
test bench is implemented in the laboratory in order to test and confirm
the results observed via simulation during the previous stages and, also, to
evaluate the viability of its use for industrial applications.

1.3 Outline of the thesis

• Chapter 2 provides an overview of the modeling, control and valida-
tion process of a wind energy conversion system

• Chapter 3 details the equipment used to set up a test bench

• Chapter 4 describes the model validation process of an operational
wind turbine
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• In Chapter 5, the design, application and test of the grid-side con-
verter control based on H∞ control theory is detailed

• In Chapter 6, the machine-side converter control using LPV control
is developed, tested and compared to standard PI

• Chapter 7 summarizes the contributions and some conclusions are
provided besides the future research lines.



2
Background material

In this chapter, a brief description of the WECS and the validation process
is provided. An overview of the control system, in general terms, is also
offered.

2.1 Description of a WECS

A WECS captures the kinetic energy contained in the wind and delivers
electrical energy. This process is done in two stages which are performed by
different subsystems. The first stage is done by the mechanical subsystem
that transmits the energy contained in the wind to a rotational mass, then,
in the second stage, the electrical subsystem evacuates it in the form of
electrical energy. In this work, the focus is on the electrical subsystem
of a horizontal axis WECS since this concept of wind turbine is widely
used, although other structures are currently available. Also, the scope of
this work is on large wind generators and no in micro wind turbines which
represent a different challenge.

2.1.1 Mechanical subsystem

In general, the mechanical subsystem is formed by the rotor (that includes
the blades, the pitch actuator and the low-speed axis), the gearbox and the
high-speed axis. The energy contained in the wind is captured by the blades
according to



8 2.1. Description of a WECS

Pw = CP (λ, θpitch)
1

2
ρAv3w (2.1)

where ρ is the air density, A is the swept area and vw is the wind speed.
The power coefficient CP , as a function of the wind speed and the turbine
speed, can be approximated by the analytic expression [63]

CP (λ, θpitch) = c1

(

c2
1

Λ
− c3θpitch − c4θ

c5
pitch − c6

)

e−c7
1

Λ (2.2)

where [c1 . . . c9] are aerodynamic parameters that are defined by the blade
shape, θpitch is the blade pitch angle and Λ is defined as

1

Λ
=

1

λ+ c8θpitch
−

c9
1 + θ3pitch

, λ =
ωtR

vw
(2.3)

where λ is called the tip speed ratio, R is the turbine radius and ωt is
the rotational speed of the rotor. An example of CP curve is shown in
Fig. 2.1 and corresponds to the particular case for a pitch angle of 0◦ of the
expression (2.2).
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Figure 2.1: Cp curve for a pitch angle of 0◦
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When λ and θpitch are at their optimal values, the energy captured is
maximized, however, the amount of energy that can be extracted from the
wind is limited by the Betz factor. The blade pitch angle can be changed
in order to reduce the amount of energy absorbed and avoid to overpass the
limits of the system. Using this mechanism, the range of operability can be
enhanced yielding a more flexible energy source. A WECS actuates from
the cut-in speed to the cut-out speed, as shown in Fig. 2.2. The energy
capture is maximized in the variable speed region until the operational limit
is reached, then, the curved is flattened by the action of the blade pitch
actuator and the system is operating in constant speed.

cut−in speed rated speed cut−out speed
0

rated power

Wind speed

P
o

w
e

r

variable speed
       region

constant speed
       region

Figure 2.2: Generic power output for a variable speed wind turbine

The rotational speed of the rotor is usually low and a gearbox becomes
necessary to adapt the speed for the generator. A conventional generator
usually requires higher speed to operate in its optimal way. If the gearbox
is considered ideal and a one-mass model is used to describe the drive train
(although multi-mass model are used for detailed modeling of the mechanical
oscillations) the gear ratio (η) can be applied in the form

ωg = ηωt, Γt = ηΓload, (2.4)

where Γt is the turbine torque, Γload is the load torque of the generator and
ωg is the rotational speed of the high-speed axis which is connected to the
rotor of the generator. A general view of the mechanical system is depicted
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in Fig. 2.3
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Figure 2.3: Generic mechanical subsystem of horizontal axis wind turbine

2.1.2 Electrical subsystem

In general terms, the electrical subsystem comprises the generator, the power
converter, the filters and line inductances and the transformer. In the gen-
erator the mechanical energy is transformed into electrical energy. The load
torque applied by the high-speed axis is counterbalanced by the electrical
torque applied by the generator reaching an equilibrium. In order to en-
hance its performance, the generator is connected to a power converter that
regulates the electromechanical torque and, in the variable speed region, the
rotational speed of the rotor. There are many types of generators proposed
for wind power applications, among them this section focuses in the Doubly-
Fed Induction Generator (DFIG) and the Permanent Magnet Synchronous
Generator (PMSG).

Doubly-Fed Induction Generator

The DFIG has its rotor connected to the power converter and the stator
connected to the power grid as shown in Fig. 2.4.
A positive characteristic of this type of WECS is that it requires a partially

rated power converter (around a 30% of the generator rated power). On the
other hand, this configuration is severely affected by disturbances in the AC
grid, since the stator is connected to the grid the electrical behavior of the
system is very sensitive to grid faults. This configuration is present in many
onshore wind farms worldwide, specially for its reduced power converter size.
A detailed model of this type of generator can be found in Chapter 4. Data
from DFIG-based wind turbines has been gathered during the field tests, in
consequence, the validation process will be referred to this type of machine.
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Figure 2.4: Doubly-Fed Induction Generator connection scheme

Permanent Magnet Synchronous Generator

The PMSG has its stator connected to the fully rated power converter, this
converter acts as an interface between the generator and the grid as shown in
Fig. 2.5. The magnets included in the generator provide a constant magnetic
field avoiding the need of independent electrical excitation. This type of
generator presents a good power/weight ratio that makes it an interesting
option for the new generation of wind turbines for offshore applications. For
this reason, the development of the control system detailed in this work is
referred to this type of machine. The complete model of the generator can
be found in Chapter 6.
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Figure 2.5: Permanent Magnet Synchronous Generator connection scheme

Back-to-back converter

Usually, a back-to-back converter is used for these applications, this topol-
ogy consists of two AC/DC converters connected through their DC sides. A
two-level converter is composed by three branches of high-frequency switches
in each AC side, each branch is connected to one phase of the three-phase
electrical system. There exist other topologies such as multilevel converters,
but, although they represent promising structures, they are out of the scope
of this thesis. There are also several types of semiconductors but, among
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them, IGBT are the most widely used currently because of their high com-
mutation frequency and ampacity. Between the two AC sides there is located
a capacitor bank, this element acts as a DC-link and decouples the electrical
frequency from both AC sides. A schematic view of this type of converter is
shown in Fig. 2.6.

�
�

�

�

�

�

�

�

�

�

�

�

�

��������	
��	
�

��������������

�������	����	
�

��������������

�����	
��

�

�

�

�

�

�

�

�

�

�

Figure 2.6: Back-to-back converter scheme

For detailed simulations the IGBT bridge and the switching system is
modeled [64]. For control design purposes the converter can be described
using an average model as in [65] where it is assumed that the high-frequency
components derived from the switching actions are totally filtered and also
the switching energy losses are neglected.

Filters

In order to reduce the amount of high frequency harmonics derived from the
IGBTs switching action there are filters connected at the output terminals
of the converter. In general, inductances are used for this purpose although
other types of filters (such as LCL) are also used in some applications. The
filter based on inductances acts as a low-pass filter and its reactance (X)
can be expressed as

jX = jωL (2.5)

where ω is the electrical frequency and L is the inductance. If the non-
linearities of the inductor are not considered, this element can be modeled
as an RL branch and its impedance (Z) is expressed as

Z = R+ jX (2.6)

where R is the resistance.
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2.2 Control system overview

The control system of a generic WECS can be split in three blocks: speed
control, machine-side converter control, and grid-side converter control. A
block diagram of the generic control strategy is depicted in Fig. 2.7
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Figure 2.7: Block diagram of the generic control strategy

The speed controller regulates the blade pitch angle and computes the
torque setpoints. In general, this controller has two different objectives de-
pending on the region where the WECS is operating. In the variable speed
region (see Fig. 2.2) the speed controller computes the torque setpoints with
the aim of maximizing the power output, in this region the blade pitch angle
is usually constant. The power extracted from the wind is maximized by
keeping the CP coefficient close to its optimal value as shown in Fig. 2.1.
In the constant speed region the torque setpoints are constant and the ob-
jective of the speed controller is to maintain the wind turbine within its
operational limits. This task is done by regulating the blade pitch angle
in order to reduce the CP value and, in consequence, the power captured.
In the literature there are many speed control proposals that aim to fulfill
different goals such as maximizing energy production or the reduction of the
mechanical stress. The study of the speed controller has not been included
in this work since it requires specific software to analyze the mechanical
subsystem and the aerodynamic effects and, also, access to existing turbines



14 2.2. Control system overview

to run tests. The other two control blocks correspond to each of the AC
sides of the back-to-back converter, a detailed description of them can be
found in Chapter 5 for the Grid-Side Converter (GSC) and in the Chap-

ter 6 for the Machine-Side Converter (MSC). It is worth to state that, as
will be explained in the following chapters, the control system used in this
work handles the DC voltage level from the grid side while the active power
output is imposed by the MSC. This is a commonly used and well-known
control structure and many examples can be found in the literature, although
other control schemes have been proposed showing interesting results their
analysis is not included in this thesis.

2.2.1 Power converter pulse sequence control

Two Voltage Source Converters (VSC) compose the back-to-back (B2B) con-
verter. This converter regulates its voltage by switching the IGBT bridge
located between the AC and the DC sides of each VSC. The switching
sequence can be computed using many techniques that result in different
quality waveforms and computational requirements. In a two-level con-
verter, a well-known strategy is the Space-Vector Pulse Width Modulation
(SVPWM), its principle is based on the eight switching states that are avail-
able for this configuration. As shown in the diagram in Fig. 2.8 six of the
switching states produce different output vectors and the other two (0 and
7) result in a zero vector.
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Figure 2.8: Space Vector sectors
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The desired vector is obtained with a combination of the two adjacent
switching vectors and the zero vectors. Then, switching in two levels, it is
possible to reach, in average, the desired voltage vector. Using a carrier-
based PWM can be computed the state of the IGBT switches (ON or OFF)
for a switching period. An example of the resulting commutation states is
shown in Fig. 2.9
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Figure 2.9: SVPWM line voltage commutation example

The modulation index (ratio between the amplitude of the modulating
signal and the carrier) [64] is selected in accordance to the desired voltage
rate and the current flow will vary in consequence. The faster the switching
frequency is the higher the switching losses will be, on the other hand less
ripple will appear in the electrical variables. This trade-off has to be consid-
ered before the commutation frequency is chosen and it may vary depending
on the application.
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3
Experimental setup

In this chapter an overview of the hardware used for testing the proposed
controllers is provided. The experimental setup aims to reproduce the elec-
trical subsystem of a PMSG-based WECS with a fully-rated back-to-back
converter. A simplified version of the mechanical subsystem is also imple-
mented but only to apply a load torque to the generator and is not intended
to reproduce the behavior of the wind turbine rotor. Given the time con-
stant difference between electrical and mechanical transients (especially for
large wind turbines) this configuration provides a good framework to test
the electrical control system. The laboratory equipment described in this
chapter has been used to test the controllers and obtain the results included
in Chapters 5 and 6.

3.1 Hardware overview

The setup emulates a wind energy conversion system where the rotor and
gearbox are substituted by an induction motor as depicted in the schematic
view in Fig. 3.1. The motor develops the load torque that is applied to the
generator through a high-speed shaft. The motor is an ABB M2QA132S4A
and its parameters are shown in Table. 3.1. The motor speed is controlled by
the commercial motor drive Unidrive SP1406 from Emerson Industrial Au-
tomation (Fig. 3.2) with a rated power of 5.5 kW. The motor drive software
can work in speed control or in torque control and is controlled remotely. In
both control modes it is possible to select steps or ramps for the setpoints
transition. Notice that the high-level speed controller was not implemented
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due to the fact that the available equipment is not capable of reproducing
the aerodynamic behavior of the wind turbine.
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Figure 3.1: Schematic view of the experimental setup emulating a wind tur-
bine based on PMSG.

Table 3.1: Parameters of the induction motor

Power 5.5 kW

Rated speed 1440 rpm

Voltage 400/690 V

Rated current 11.3 A

Pole pairs 2

The joint that links the motor with the generator has incorporated addi-
tional inertial discs that increase the mass and reduce the time constant of
the mechanical subsystem. In this way the behavior of the system is closer
to the one expected from wind turbines with multi-MW rated power. The
total mass of the five discs is 80 kg and they can be attached together or
individually reducing the final mass proportionally. As a result of adding
the discs, the total inertia of the system is 1.598 kg ·m2 providing an inertia
constant of 3.5 seconds. The permanent magnet synchronous generator is a
Unimotor fm (model: 142U2E300BACAA165240) from Emerson Industrial
Automation, its parameters are shown in Table. 3.2.
The maximum torque that can be developed by the generator is 23.4 Nm,

for short periods of time the torque can be increased beyond the rated torque
but a temperature sensor will trip the device if this situation lasts too long.
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Figure 3.2: Commercial motor drive

Table 3.2: Parameters of the permanent magnet synchronous generator

Power 5.65 kW

Rated speed 3000 rpm

Voltage 400 V

Rated torque 18 Nm

Pole pairs 3

Magnet flux 0.2591 Wb

Resistance 0.22 Ω

Inductance 2.9 mH

The generator includes an incremental encoder with a resolution of 4096
ppr (pulses per revolution) that provides speed feedback to the power con-
verter. The fully-rated back-to-back converter is provided by Cinergia [66],
it includes the capacitor bank, the IGBT bridges, the line inductances and
the voltages and currents sensors. The characteristics of this device can be
found in Table. 3.3 and in Fig. 3.3 a picture of the power converter where
the main elements are labeled is shown.

Pictures of the main components of the complete experimental setup are
shown in Fig. 3.4 including labels for each of them.



20 3.1. Hardware overview

Table 3.3: Parameters of the back-to-back converter

Power 5.75 kW

Rated current 15 A

Capacitance 1020 µF

Resistance 0.3 Ω

Inductance 4.6 mH

Figure 3.3: Back-to-back converter
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Figure 3.4: Experimental test bench: (1) motor drive, (2) induction motor,
(3) axis with inertial discs, (4) permanent magnet synchronous
generator, (5) AC voltage measurements, (6) AC current mea-
surements, (7) DC voltage measurement, (8) line inductances (lo-
cated behind), (9) capacitor bank, (10) machine-side converter,
(11) grid-side converter, (12) transformer, (13) data acquisition
system.
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3.2 Loop configuration

In the previous section, the standard configuration of a WECS with a fully
rated converter has been presented (Fig. 3.1). In order to test the controllers
for the GSC a different approach, a loop configuration, was used. From the
GSC point of view there can be different kind of power sources connected
to the DC-link, the MSC can be considered a current source. In this config-
uration, sketched in Fig. 3.5, the current is recirculated from the GSC back
to the MSC.

In this case the MSC can be called Emulation Side Converter (ESC) since
it can emulate the behavior of different power sources. The loop config-
uration can result useful to test the performance of controllers for several
(emulated) applications. During the experiments there were no observed
interactions or disturbances between the AC sides of both converters.

3.3 Control Unit

In each VSC there is a control board that permits to control indepen-
dently each side of the B2B converter. The control board has embedded a
TMS320F2808 Digital Signal Processor (DSP) with 18 kB of Single-Access
RAM memory and 100 MHz CPU speed that processes the sensors data,
handles the CAN communication system and commands the IGBT bridge.
The Code Composer software platform is used for debugging and compil-
ing tasks and the interface between the software and the processor is done
through a JtagJET C2000 from Signum Systems. This device can pro-
vide real-time communications with the processor while the algorithms are
running facilitating the analysis of internal variables during the debugging
process.

The DSP performs several tasks, in the first place the start-up and shut
down sequence is implemented. In the start-up process the DC-link is con-
nected to the AC grid through a diode bridge in order to increase the DC
voltage. Once the DC voltage is stable the IGBT bridge is activated and the
DC voltage setpoint is then reached through a ramp that limits the transient
overshoot. When the converter is shutting down the IGBT bridge is discon-
nected from the DC-link and the energy accumulated in the capacitors is
dissipated in a discharge resistor.

During normal operation the processor has to manage several subtasks in a
limited amount of time. First of all a supervisory main process is constantly
monitoring several signals (such as currents and voltages) in order to stop
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Figure 3.5: Schematic view of the experimental test bench: (1) Autotrans-
former, (2) Line inductances and isolation transformer (located
behind), (3) Grid Side Converter, (4) Capacitor Bank, (5) AC
Voltage measurement, (6) AC Current measurement, (7) DC
Voltage measurement, (8) Data acquisition system, (9) Emu-
lation Side Converter (ESC).
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the process execution if any of them presents abnormal behavior, in this
way the triggering of physical protections is avoided. Another task consists
in sampling all the measured signals using the Analog-to-Digital submodule
and store the data for the control system and the supervisory process. In this
task there is a Digital-to-Analog submodule as well that adapts the internal
signals from the DSP to be captured by external measurement equipment.
There is also a submodule that can handle CAN communications between
both DSP and external devices but this feature has not been used during
the development of this thesis. The last of the actions that the DSP has to
manage is the generation of the pulse sequence that commands the switching
of the IGBT bridge which has, as a limit, the switching frequency of the
semiconductors.
After executing the tasks described above the control system performs its

calculations. The amount of computing time and memory required by the
control system may be an important issue if enters in conflict with other
tasks. In order to avoid this situation the controllers tend to be kept as
simple and reduced as possible. In this sense the algorithms proposed in
this work follow the same philosophy and aim to keep the computational
requirements in the minimal expression while enhancing the controllers per-
formance as much as possible.



4
Modeling and validation of a

WECS with field test data

In this chapter, a model of a Wind Energy Conversion System (WECS) is
detailed including the turbine aerodynamic and mechanical model [67] and
the electrical system. The results of the simulations done with this model
are compared with data measured in field tests performed with an oper-
ational WECS. Voltage sags have been provoked in a 3 MW DFIG-based
wind turbine in order to obtain information of the ride-through performance.
Different types of line faults have been tested considering symmetrical and
asymmetrical voltages. A detailed comparison between simulated and mea-
sured data is presented. A study of the validation process described in the
Spanish and German grid codes has been conducted to assess the matching
level between the model and the real system.

4.1 Modeling

4.1.1 Wind turbine modeling

The power generated by the wind turbine comes from the kinetic energy of
the wind and depends on the power coefficient (CP ). The power extracted
by the wind turbine can be expressed as

Pww = CPPwind = CP
1

2
ρAv3w (4.1)

where Pwind is the kinetic power of the air stream, ρ is the air density
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assumed to be constant, A is the surface covered by the wind wheel and
vw is the wind speed. The power coefficient CP as a function of the speed
of wind speed and the turbine speed can be approximated by the analytic
expression [63]

CP (λ, θpitch) = c1

(

c2
1

Λ
− c3θpitch − c4θ

c5
pitch − c6

)

e−c7
1

Λ (4.2)

where [c1 . . . c9] are characteristic constants for each wind turbine, θpitch is
the blade pitch angle and Λ is defined as

1

Λ
=

1

λ+ c8θpitch
−

c9
1 + θ3pitch

(4.3)

where λ is the so-called tip speed ratio and it is defined as

λ =
ωtR

vw
(4.4)

where ωt is the turbine speed and R is the turbine radius. The mechanical
torque applied to the shaft can be easily computed as Γt = Pww/ωt

4.1.2 Blade pitch actuator

The mechanism governing the blade angle is usually a hydraulic actuator
or a servomotor that can be modeled as a first order system with a time
constant τpitch [68] as

θpitch =
1

τpitchs+ 1
θ∗pitch (4.5)

where θ∗pitch is the pitch angle reference.

4.1.3 Drive train modeling

The drive-train of a WECS comprises the wind wheel, the turbine shaft, the
gearbox, and the generator rotor shaft. A model with two masses is used
treating the wind wheel as one inertia Jt and the gearbox and the generator
rotor as another inertia Jm connected through the elastic turbine shaft with
a k angular stiffness coefficient and a c angular damping coefficient. The
dynamics resulting are described as [69, 70]
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(4.6)

where θt and θm are the angles of the low-speed axis and the generator shaft,
ωt and ωm are the angular speed of the low-speed axis and the generator,
τt is the torque applied to the turbine axis by the wind rotor, τm is the
generator torque and η is the gear ratio.

4.1.4 Generator modeling

Two different types of generator technologies are considered in this the-
sis: a Doubly-Fed Induction Generator (DFIG) and a Permanent Magnet
Synchronous Generator (PMSG). The DFIG is used for model validation
purposes in this chapter since the data available is related to this type of
machine. On the other hand, in the following chapters, the PMSG technol-
ogy will be used for control system design. Nevertehless the PMSG is also
described in this section to concentrate the WECS modelling information in
one chapter.

Doubly-Fed Induction Generator

The generator of a DFIG is a wounded rotor asynchronous machine. The
machine voltage equations can be written on the synchronous reference qd-
frame [71] representation as [72]
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(4.7)

where Ls and Lr are the stator and rotor windings self-inductance coefficient,
M is the coupling coefficient between stator and rotor windings, rs and rr
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are the stator and rotor resistance, ωs is the electrical angular speed at the
stator of the machine and s is the slip s = (ωs − ωr) /ωs, with ωr = p · ωm,
where ωr is the electrical angular speed of the rotor and p is the number
of pole pairs. Torque and stator reactive power are the variables to be
controlled by the rotor-side converter. Their expressions yield

Γm =
3

2
pM (isqird − isdirq) (4.8)

Qs =
3

2
(vsqisd − vsdisq) (4.9)

Permanent Magnet Synchronous Generator

In the PMSG, permanent magnets generate the magnetic flux of the rotor. In
the surface-mounted PMSG, these magnets are placed on the rotor surface,
with this configuration the magnetizing inductances are equal (L = Lq = Ld)
in the synchronous reference frame. The model of the generator can be then
expressed as

vq = rsiq + ωrLid + wrΨ− L
diq
dt

vd = rsid − ωrLiq − L
did
dt

(4.10)

where Ψ is the permanent magnet flux linkage of the generator. The
torque applied by the generator and the reactive power are given by

Γ =
3

2
pΨigq, (4.11)

Qg =
3

2
vgqigd, (4.12)

4.1.5 Converter modeling

An IGBT voltage-source back-to-back converter connected to the rotor and
fed by a DC bus acts as an active rectifier [73] connected to a three phase
grid. For the purpose of control design, a VSC can be modelled as three
AC voltage sources and a DC current source with a capacitor branch (see
Fig. 4.1). The current provided by this source is a function of the power
flow between the AC and the DC sides.
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Figure 4.1: Simplified model of the VSC converter

A schematic plot of the converter (including the DC chopper) connected
to the rotor of the generator can be seen in Fig. 4.2.

Figure 4.2: Back-to-back converter connection scheme

For wind turbine and grid integration studies, it can be assumed that
the switching frequency is high (usually over 1 kHz) and the high-frequency
components of the voltage signals generated by the inverters are filtered by
the low pass nature of the machine and the grid side circuit. The dynamics
of the grid-side electrical circuit are described as

vabcz − vabcl − (vcn − vzn)







1
1
1







= Rli
abc
l + Ll

d

dt
iabcl (4.13)

vcn − vzn =
1

3
(vza + vzb + vzc − vla − vlb − vlc) (4.14)

where vabcz and vabcl are the abc voltages of the grid and the AC side of the
converter (Fig. 4.3), iabcl are the currents at the AC side of the converter, vcn
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and vzn are the neutral voltages, Rl is the resistance of the filter inductors
and Ll is the inductance of the filter. The voltage of the DC bus is described
as [65]

d

dt
E =

1

C
(iDCl − iDCr) (4.15)

where E is the voltage of the DC bus, iDCl is the current through the DC
side of the grid-side inverter, iDCr is the current through the DC side of the
rotor-side inverter and C is the capacitance of the DC-link.

The DC-chopper consists on a resistor and a switch connected to the DC
bus, in parallel with the DC-link capacitor, which is controlled by an IGBT
when a DC over-voltage is detected. Its mission is to dissipate the excess
of energy that cannot be evacuated to the grid during a fault. When the
DC-chopper is activated the DC voltage expression becomes

d

dt
E =

1

C

(

iDCl − iDCr −
E

RDC

)

(4.16)

where RDC is the equivalent resistance of the DC-chopper. The crowbar
is located between the rotor of the machine and the rotor-side converter
(Fig. 4.2). Its mission is to short-circuit the rotor windings preventing dam-
ages due to over-voltages.

The currents on the AC side of the rotor-side converter when crowbar
protection is activated [69, 70] can be expressed as

iabcc = iabcr + iabcw (4.17)

where iabcc and iabcw are the rotor-side converter and the crowbar abc current
vectors.

4.1.6 Impedances modeling

The model of the impedances includes the conductors that connect the power
transformer to the grid-side converter and to the stator of the generator. A
simplified model scheme (Fig. 4.3) has been used.

The transformer has been described as a three-phase transformer with
three windings, in Fig. 4.4 the considered transformer scheme is shown. The
complete model of the transformer can be found in [74].
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Figure 4.3: Impedances model

Figure 4.4: Transformer Scheme

4.2 Control system

There are two levels of control in a WECS. The high-level control or speed
control actuates on the blade pitch angle and gives torque reference signals
to the converter. The low-level control or converter control drives the con-
verter IGBTs to properly follow the reactive power, torque and DC voltage
reference signals. Vector control, including positive and negative sequence
was used in order to work with unbalanced disturbances. The control system
is described in detail in [74].
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4.3 Simulation and field test results

In this section a comparison between simulation results and measurements
obtained from field tests performed with a real DIFG-based WECS is shown.

4.3.1 Field tests

In order to validate a model field data have to be gathered first. The data
is obtained in a controlled environment where the grid fault is provoked and
several sensors measure and sample the information from the main points
of interest. Once the data is available the electrical model can be evaluated
using the diagram of Fig. 4.5 which is equivalent to the system during the
field test.
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Figure 4.5: One-line diagram of the electrical system for grid fault tests [1]

The following tests have been performed on a wind turbine model ECO-
100 from Alstom-Wind (Fig. 4.6). ECO-100 is a three-bladed horizontal axis
wind turbine, its wind wheel diameter measures 100 m, offers a swept area
of 7980 m2 and it is suitable for use in low, medium and high wind speeds.
The turbine starts rotating at a cut-in wind speed of 3 m/s, gradually ceases
its operation at 25 m/s and totally stops when the wind speed reaches 34
m/s. The rated power of ECO-100 is 3 MW and its rated voltage at the
stator of the generator is 1000 V. It incorporates a gearbox transmitting
the mechanical torque from the low-speed shaft in the wind wheel to the
high-speed shaft in the rotor of the generator [2].

Several tests have been done to evaluate the fault ride-through capabilities
of the machine by provoking balanced and unbalanced faults under different
operational regimes. During the tests, voltages and currents at the stator,
rotor-side converter and grid-side converter and also voltage and current on
the primary winding of the transformer have been measured. By means of a
data acquisition system the main variables have been captured from the con-
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Figure 4.6: ECO-100 wind turbine of Alstom-Wind [2]

verter such as reference signals, torque, generator speed, active and reactive
power, DC-bus voltage level and DC-chopper activation. The measurement
points during field tests are depicted in Fig. 4.7.
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Figure 4.7: Field test measurements location
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4.3.2 Simulation

The software platform where the simulations have been performed is Matlab-
Simulink R© using Bogacki-Shampine solver. Electrical parameters of the
model have been provided by the manufacturer as well as rules for pro-
tections triggering. In this model, only electrical and control parts have
been implemented. The input data needed to run a simulation is the gener-
ator speed, voltage of the wind farm grid (medium voltage) and references
for torque, reactive power and DC-bus voltage. The rest of the data will
be obtained as an output result or as internal variables of the system. A
schematic view of the simulation model can be seen in Fig. 4.8 where input
and output variables are indicated.
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Figure 4.8: Simulation model input/output scheme

4.3.3 Results

Two voltage sags have been chosen to test the behavior of the model facing
different situations. One of the field tests presents a symmetrical (3-phase)
voltage sag (T1) while the other test is an asymmetrical (2-phase) one (T2).
These selected faults have different voltage drops and durations and the
main variables performance is shown for each case. The turbines were also
working at different operating points (partial or full-load region) in each case
in order to show the characteristics of the ride-through performance under
various conditions. Voltage sag starts at second 19.5 in all cases.
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Test 1

This test consisted on a 3-phase 0% voltage sag during 250 ms while the
WECS is operating in the full-load region. In Fig.4.9 the measurements
of voltage and current of the wind farm grid (primary of the transformer)
are plotted. In Fig.4.10 the 3-phase current obtained from the simulation
is shown (note that the voltage is an input for the model). A comparison
between one phase of the simulated and measured current can be seen in
Fig.4.11.
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Figure 4.9: Wind farm grid measured voltage and current. V=0 pu, t=0.25s,
3-phase voltage drop

19 19.2 19.4 19.6 19.8 20 20.2 20.4 20.6 20.8 21
−600

−400

−200

0

200

400

600

Wind farm grid current (simulation)

time (s)

C
u

rr
e

n
t 

(A
)

Figure 4.10: Wind farm grid simulated current. V=0 pu, t=0.25s, 3-phase
voltage drop

Real power drop and recovery is shown in Fig.4.12, power generation re-
duction becomes important during outages since the capacity to evacuate
energy drops drastically. In Fig.4.13 reactive power generation can be ob-
served, the injection of reactive current into the grid during voltage dips is
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Figure 4.11: Wind farm grid current. V=0 pu, t=0.25s, 3-phase voltage drop

an ancillary service required by several grid codes.
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Figure 4.12: Active power. V=0 pu, t=0.25s, 3-phase voltage drop
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Figure 4.13: Reactive power. V=0 pu, t=0.25s, 3-phase voltage drop
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Test 2

This test consisted on a 2-phase 50% voltage drop during 500 ms while the
WECS is operating in the partial-load region. In Fig.4.14 the measured
voltage and currents at the transformer primary are shown. In Fig.4.15 the
3-phase currents obtained from simulation are plotted. A detail of one phase
of the simulated and measured current can be seen in Fig.4.16.
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Figure 4.14: Wind farm grid measured voltage and current. V=0.5 pu,
t=0.5s, 2-phase voltage drop
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Figure 4.15: Wind farm grid simulated current. V=0.5 pu, t=0.5s, 2-phase
voltage drop

Active power drop and recovery are shown in Fig.4.17, power generation
reduction becomes important during outages since the capacity to evacuate
energy drops drastically. In Fig.4.18 reactive power generation can be ob-
served, the injection of reactive current into the grid during voltage dips is
an ancillary service required by many of the grid codes.
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Figure 4.16: Wind farm grid current. V=0.5 pu, t=0.5s, 2-phase voltage
drop
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Figure 4.17: Active power. V=0.5 pu, t=0.5s, 2-phase voltage drop
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Figure 4.18: Reactive power. V=0.5 pu, t=0.5s, 2-phase voltage drop
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The variables plotted in this section are the values demanded by the grid
codes to validate the model according to the regulation. These are the main
values of the wind turbine performance and the most important character-
istics for the grid operator in order to ensure the system stability.

4.4 Validation

In order to evaluate the accuracy of the modeling the guidelines provided
by the grid codes are followed. The grid codes are a set of rules determined
by each country in order to regulate the electrical system. Regarding model
validation they aim to evaluate, among others, the effects of transient ac-
tions. Two of the most advanced regulations at the time this work was done
were the Spanish and the German grid codes. It is interesting to follow two
different set of rules and compare the results of the validation process, fur-
thermore, in this section, a model validation process according to Spanish
and German grid codes is performed. These grid codes are still being devel-
oped so the last draft released is considered [20, 1, 3, 21]. Previous to the
validation results the validation process is explained and the key concepts
will be introduced.

4.4.1 Spanish grid code

The validation process of the Spanish grid code is based on [20] and the
draft [1], these procedures have been designed for 500 ms long voltage drop
to a 20% of grid’s nominal voltage. As the grid code states, the voltage and
current have to be measured at the primary windings of the transformer if
it is included in the simulation model. The data acquisition process has to
be done during 1 second starting 0.1 seconds before the voltage drop and
the sampling frequency has to be at least 5 kHz.

The type of tests to be performed are also regulated in the grid codes, as
an example the field tests requested by the Spanish grid code are summarized
in Table 4.1.

Table 4.1: Types of tests requested by the Spanish grid code [1]

Fault Residual voltage Time (ms) Operating point

3-phase ≤23% ≥300
≥80% Pnominal

≤40% Pnominal

2-phase ≤70% ≥300
≥80% Pnominal

≤40% Pnominal
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Once the data is recorded the positive sequence will be extracted and the
RMS value of its fundamental component will be used to compute active
and reactive power according to (4.18) and (4.19).

P = 3U+I+cosψ (4.18)

Q = 3U+I+sinψ (4.19)

In the Spanish grid code, the accuracy is computed with respect to the
nominal value as expressed in (4.20). Data with less than a 10% of deviation
will be valid. This expression is not weighted and it is constant along the
process and for the two variables of interest: active and reactive power. The
accuracy is

∆x(%) =

∣

∣

∣

∣

xmeasured − xsimulated

xnominal

∣

∣

∣

∣

·100 ≤ 10% (4.20)

where x can be either active or reactive power. If more than an 85% of
the samples are not exceeding this 10% of deviation allowed the model will
be declared as validated. The validation results can be seen in Table 4.2
describing the voltage drop characteristics and the percentage of accuracy
obtained in both variables.

Table 4.2: Spanish grid code validation results chart
Voltage drop P(%) Q(%)

T1 (3-ph, 0%, 250ms) 93.21% 87.33%

T2 (2-ph, 50%, 500ms) 98.63% 97.45%

4.4.2 German grid code

The model validation process of the German grid code is based on [3] and
the data acquisition system is described in [21]. Since these drafts are not
completed a process similar to [75] has been followed. According to this
regulation, field test and simulation data have to be classified in three stages
(before, during and after the transient) defining then the following three time
ranges:

• A: time to voltage drop;

• B: time from voltage drop to fault rectification;
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• C: time after fault rectification.

An example of these divisions can be seen in Fig 4.19 where the differences
in the time ranges are illustrated. Transient and steady-state ranges will be
differentiated for A, B and C. The variables are considered to be in steady-
state when its value remains within a tolerance band of ±10% around a
constant defined value. For evaluation A, B and C ranges are weighted as
indicated in Table 4.3.
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Figure 4.19: Example of division of active and reactive currents into tran-
sients and steady-state (or quasi steady-state) ranges in the
German grid code [3]. (Note: blind=reactive, wirk=active, sta-

tionär=steady-state)

By weighting the results this regulation gives more importance to the
behavior of the model during the grid fault than the Spanish grid code. In
consequence, the results may be proved different for each regulation. There
are also differences in the minimum requisites to pass the validation process,
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Table 4.3: Weighted ranges according to the German grid code

Range A B C

Percentage 10% 60% 30%

while the Spanish grid code demands an accuracy of at least 85% in all
tests, the German grid code requires results between 80% and 93% accurate
depending on the type of test (balanced or unbalanced) and the time range.
Expression (4.21) gives the global error as a result of the validation process.
For 0% voltage drops range B cannot be evaluated, furthermore, only A and
C ranges will be considered.

eg =
0.1

tA

∑

iA

eiATiA +
0.6

tB

∑

iB

eiBTiB +
0.3

tC

∑

iC

eiCTiC (4.21)

where tA is the duration of the range A, iA is the number of states (tran-
sient + steady-state) during range A, eiA is the error of each range in the
range A and TiA is the duration of each state during range A. If the devia-
tion for each state (transient or steady) and the global error are below the
values indicated in Table 4.4 the model is considered validated.

Table 4.4: Error allowed for each variable and period
Error allowed F1 F2 F3 FG

Active power 0.10 0.20 0.15 0.15

Reactive power 0.07 0.20 0.10 0.15

Reactive current 0.10 0.20 0.15 0.15

In Table 4.4, F1 is the average error allowed in steady-state ranges, F2 the
average error allowed in transient ranges and F3 the maximum error allowed
of the positive sequence in steady-state ranges and FG the average allowed
global weighted error. The results obtained using this evaluation process are
presented in Table 4.5. The variables considered for the validation process
are active power (P ), reactive power (Q) and reactive current (Ir), for each
one steady-state (s), transient (t) and positive sequence (pos) are evaluated,
maximum error (Max) is indicated and also the global error allowed.

Positive sequence analysis will be done only for asymmetric voltage sags.
During 0% voltage drops variables (P , Q and Ir) are not defined and range
B (transient) will not be considered according to the German regulation,
global error cannot be computed either. The validation process has been
performed for both field tests (T) shown above.
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Table 4.5: German grid code validation results

A B C Max Global Max

T1

P
s 0.0095 5 — 0.10
t — 5 0.0422 0.20 — 5

pos 5 5 5 0.15

Q
s 0.0587 5 0.0453 0.07
t — 5 0.0762 0.20 — 5

pos 5 5 5 0.10

Ir
s 0.0576 5 0.0449 0.10
t — 5 0.0723 0.20 — 5

pos 5 5 5 0.15

T2

P
s 0.0113 — — 0.10
t — 0.01005 0.0220 0.20 0.0681 0.15

pos 0.0115 — — 0.15

Q
s 0.0073 0.0687 0.0102 0.07
t — 0.1539 0.0424 0.20 0.0630 0.15

pos 0.0214 0.0307 0.0393 0.10

Ir
s 0.007 0.0946 0.0097 0.10
t — 0.1690 0.0391 0.20 0.0839 0.15

pos 0.0095 0.0393 0.0108 0.15

4.5 Conclusions

This chapter has presented a complete model for a wind turbine genera-
tion system based on a doubly fed induction generator. The analyzed wind
turbine have been described, along with the field tests done and data acqui-
sition process. Simulation results have been compared to experimental data
extracted from field tests, showing a good matching between simulations and
field tests. Their values have been analyzed according to the Spanish and
German regulations, describing the validation process in both cases. The
model described is positively validated according to the results shown. The
selected tests represent some of the most complex situations that a wind tur-
bine can face in its operational life, including a 0% three-phase voltage sag
and an unbalanced fault. The model of the electrical subsystem developed
during this work can be adapted to a PMSG-based WECS with a fully-rated
power converter as will be shown in the following chapter.
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5
Grid-Side Converter Control

In this chapter, an optimal control strategy with three levels is proposed.
The control system consists of an inner current loop and an outer voltage
loop together with an anti-windup compensation. The three controllers are
designed using optimal control tools with the aim of achieving a trade-off
between reference tracking errors and control efforts. The proposed control
presents a similar complexity to typical structures used in these systems but
exploits the interaction among variables and the information provided by
the complete model of the system. The design process of the controllers
aim to maintain a PI structure in the current loop since it is easy to imple-
ment and its low order and simplicity provide numerical stability. By using
the proposed design procedure more parameters are available to shape the
response of the control system instead of one single parameter such as the
bandwidth in the IMC technique [41].

Special attention is paid to those aspects related to the implementation
in low-performance industrial computers. To this end the implementation-
oriented formulation of the control strategy and the controllers design is
proposed. The resulting controllers are implemented in an experimental
test bench that incorporates a DSP. This type of processors are commonly
found in power converters control [76] and are also used for many other in-
dustrial purposes. However, some limitations in terms of memory capacity
and computing speed are inherent to these processors. The test bench devel-
oped to run the experiments is made of two VSC connected in back-to-back
configuration, one side is acting as a power source and the other side has
implemented the proposed control strategy.
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This chapter is organized as follows. In section 5.1 a general view of the
control system of the GSC and the basic concepts of the control theory used
to develope the proposed controller are given. In Section 5.2 the modeling of
the power converter is given and the main aspects are highlighted. In Sec-
tion 5.3 the design of the controllers is explained including implementation-
oriented details. Section 5.4 describes the experimental setup including its
characterization parameters and the control implementation. In Section 5.5
the experimental results are shown and compared with simulations, in this
way the assumptions made in the control design process can be validated.
In Section 5.6 the conclusions of this work are summarized.

5.1 Introduction

In normal operation, the GSC regulates the DC voltage and tracks the re-
active power reference signal. In general, a control scheme with a two-loop
structure is used where the outer loop regulates the voltage and the inner
loop the current. An example of this control structure is shown in Fig. 5.1
where E∗ is the DC voltage setpoint and i∗q and i∗d are the current setpoints.
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Figure 5.1: Generic block diagram of the control strategy

In general, linear PI controllers (sometimes with additional decoupling
terms) are implemented in this control structure showing a reliable and ac-
ceptable performance. However, a different approach, using multi-variable
optimal controllers, can provide flexibility in the control objectives introduc-
ing more specifications in the control design stage. Moreover, the complex-
ity of the resulting controllers is not unnecessarily increased with respect to
other simpler designs. H∞ control theory can be employed to design the
controllers of the currents and voltages. A general control problem formu-
lation is obtained using the general configuration shown in Fig. 5.2, which
can be defined as the lower LFT of G over K, Fl(G,K), being G the plant



5. Grid-Side Converter Control 47

and K the controller. Using this approach the resulting control scheme can
take the form of the two-loop structure shown in Fig. 5.1.

z
G(s)

ω

v u

K(s)

Figure 5.2: General control configuration

The control configuration is then described by

[

z
v

]

= G(s)

[

ω
u

]

=

[

G11(s) G12(s)
G21(s) G22(s)

] [

ω
u

]

, u = K(s)v (5.1)

and the closed-loop transfer function from ω to z is given by the LFT

Fl(G,K) = G11(s) +G12(s)K(I −G22(s)K)−1G21(s) (5.2)

In the controller design stage, the performance specifications are included
by adding weighting functions yielding an augmented plant. These functions
shape the signals for different frequency ranges and their selection depends
on the objectives of the controller. An example of their use is shown in
the generic augmented plant depicted in Fig. 5.3 where G(s) represents the
system, K(s) is the controller and Wi are the different weighting functions.
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Figure 5.3: General setup for optimal controller design
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Once the problem is formulated the solution can be found iteratively us-
ing specific software, the set of algebraic equations can be solved using the
algorithm proposed in [77]. An interpretation of the H∞ norm, in terms of
performance, is that it minimizes the peak of the maximum singular value
of Fl(G(jw),K(jw)), in this sense, it can be stated that H∞ optimization
is used to shape the singular values of specified transfer functions over fre-
quency.

5.2 System description

The system considered in this study is an IGBT-based VSC. On the DC
side of the converter there is a capacitor bank that links the power converter
to other device. This other device connected to the DC-link could be a
power generation unit, such as a wind energy generation system or a PV
panel, or could be an energy storage system, such as a battery or a flywheel.
In this work it is assumed that a power generation unit is connected, as a
consequence the energy will always flow from the DC side (capacitor bank)
to the AC side (power grid) but not in reverse. On the AC side of the
power converter there is an inductance filter interconnecting the converter
and the AC grid. The converter described here is usually known as Grid Side
Converter (GSC) since its purpose is to interface a generation unit with the
power grid.

It is common to use an average model of the converter, where high fre-
quency effects are neglected for controller design purposes. In the average
model the system is represented by three AC voltage sources and a DC
current source linked by the power flow transfer balance. For modeling pur-
poses, the grid is considered as an infinite bus connected to the converter
through an RL branch. Voltage distortions, including high frequency har-
monic voltages or unbalanced situations, are out of the scope of this work.

The currents of the system in qd reference frame [71] are given by

ẋ = Ax+Bvl +Bvz, (5.3)

where

x =

[

iq
id

]

, vl =

[

vlq
vld

]

, vz =

[

vzq
vzd

]

,

A =

[

−R/L ωe

−ωe −R/L

]

, B =

[

−1/L 0
0 −1/L

]

, (5.4)
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with iq and id are the qd currents, vlq and vld are the converter qd voltages,
vzq and vzd are the grid qd voltages, R and L are the resistance and induc-
tance of the filter and ωe is the electrical angular velocity. This last variable
will be assumed constant during the design stage. The grid voltages are
projected into a voltage oriented synchronous reference frame which implies
that vzd can be assumed to be zero. The voltage vl is the control signal and
vz is assumed to be constant.

If no DC power source is considered, the voltage in the DC bus is governed
by

dν

dt
=

2

C

(

3

2
vzqiq

)

, (5.5)

where ν = E2
DC . The variable ν is used to compute the DC voltage behavior

instead of EDC (actual voltage level) in order to linearize the system. As
will be seen in Section 5.3, this choice produces the same control effect on
the DC voltage regulation than the use of EDC [70].

The generation unit connected to the DC side is considered to be a pro-
grammable current source, thus, the current flow can be arbitrarily selected.
A schematic view of the system is sketched in Fig. 5.4. The inclusion of a
current source does not affect particularly the control system design process,
as is reflected in Section 5.3. In this scheme, the current source rules the
amount of real power being delivered to the grid by the converter. Since
the DC voltage has to be kept constant, all the current generated by the
current source has to be evacuated. On the other hand, the reactive power
generation can be arbitrarily chosen, within the current limitations of the
converter.
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Figure 5.4: Schematic view of the grid side converter.
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Being the Park transformation oriented to vzq (vzd = 0), the real and
reactive power in the qd frame are given by

P =
3

2
vzqiq, Q =

3

2
vzqid, (5.6)

respectively. Since vzq is usually constant in normal operation, the current
iq is associated to the real power and the current id is associated to the
reactive power. Equations (5.3) and (5.5) describe the dynamics of the
system, therefore it can be assumed to be a Linear Time-Invariant (LTI)
system. The model presented here is used in Section 5.3 to design the
controller, however, the equations defining real and reactive power are only
used to compute the amount of power delivered by the converter.
Usually, the VSC shown in Fig. 5.4 is part of a back-to-back configuration,

where two VSC are linked by their DC sides. Then, one VSC is connected
to the AC grid and the other one to an energy source. As will be detailed
in Section 5.4 the VSC interacting with the energy source will be referred
to as Emulation Side Converter (ESC) in order to differentiate it from the
GSC. A back-to-back converter is used for experimentation purposes but the
control of the ESC is out of the scope of this work; its control depends on
the particular energy source connected to it. Here, the ESC will emulate the
current source that appears in Fig. 5.4. The goal of the GSC is to interact
with the AC grid by injecting real and reactive power, the reactive power is
chosen arbitrarily by the user while the voltage controller regulates the real
power in order to maintain constant the DC voltage at the capacitor bank.
The mission of the ESC (acting as a current source) is to inject current into
the DC-link according to the reference signals selected by the user. In this
configuration the energy always flows from the ESC to the GSC and, then,
to the AC grid.

5.3 Control Design

In this section the main aspects to be considered in the design stage of the
proposed controller are described. The mathematical solution to synthesize
the controller is not described since commercial software is available for
solving such problem, in this particular case the Robust Control Toolbox
from Matlab has been used. H∞ control theory is employed in this work
to design the controllers of the currents and voltages. An optimal control
avoids the need of additional decoupling terms in the control scheme, since
interactions among variables are exploited during the design process. A
multi-variable controller may be more effective than decentralized controllers
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and may achieve a better performance [78]. In particularH∞ optimal control
is adopted here to be consistent with the implemented anti-windup scheme.
The signals of the controller K(s) are represented by the variables w and z
and are used to state the performance specifications.
In H∞ control theory, the controller is designed to minimize the ∞-norm

of the closed loop transfer function from w to z (‖Tzw‖∞) or is forced to
keep it below a given value γ > 0. This aim can be complemented with
additional constraints on the closed-loop poles location [79]. This is particu-
larly useful to make possible the implementation of the controller in discrete
time. The optimization process is restricted to all the controllers that stabi-
lize the plant and comply with the additional constraints. The performance
specifications are included in the design stage by adding weighting functions.
These functions filter the performance signals in different frequency ranges,
limiting or enhancing the effort of the optimization process at those frequen-
cies of interest. The weighting functions selection depends on the goals that
the resulting controller aims to achieve.
The objectives of the GSC control are: regulate the DC voltage and make

the converter deliver the amount of reactive current imposed by the user.
To this end a control scheme with a two-loop structure is used, the inner
loop corresponds to the current control and the outer one to the voltage
regulation. The complete control scheme is shown in Fig. 5.5 where the
voltage controller Kv, the current controller Kc and the anti-windup com-
pensator KAW are depicted. It can also be observed the feed-forward term
vzqd. The inclusion of the feed-forward component improves rejection of in-
put voltages disturbances and improves the dynamic responses in the voltage
control loop based on the fact that the loop gain becomes independent of
the input voltage [80].
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Figure 5.5: Block diagram of the control strategy.

The augmented plant considered to design the current controller is shown
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in Fig. 5.6, where G(s) represents the system given by (5.3) and is expressed
as,

G(s) = C(sI2×2 −A)−1B, (5.7)

where I2×2 is the identity matrix of 2× 2 and C = I2×2 because the output
are the states of the system. The weighting functions are: Wuc that weights
the control actions and Wec that weights the integral of the current errors.
The transfer function Wuc is chosen to avoid large control action values
in high frequencies. The error signals are weighted with the function Wec

which is selected to provide zero steady-state performance error and to have
a fast response tracking the current reference signals. It is desirable to
include integral action in the control loop to ensure a zero steady-state error.
However, this feature cannot be achieved by including an integrator (which
has infinite gain at s = 0) in the weighting function Wec because it would
include an unstable and uncontrollable pole and the augmented plant would
not be stabilizable. To circumvent this problem, the integral action is placed
in the loop as shown in Fig. 5.6 [77]. In consequence the final controller will
be the one given by the optimization algorithm but affected by the integral
action, i.e.,

Kc(s) =
1

s
K̃c(s) (5.8)

ω = i
∗
qd

−

+
[

1

s
0

0
1

s

]

K̃c G(s)

Wuc

Wec

}

z

iqd

Figure 5.6: Setup for the current controller design.

The performance signals indicated as z in Fig. 5.6 correspond to the con-
trol actions and the integral of the current errors after the weighting func-
tions. The selected weighting functions in the proposed design are constant
matrices; the motivation of this choice is to obtain a low order controller.
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The order of the controller is the order of the plant plus the order of the
weighting functions. A controller with a low order provides numerical stabil-
ity, less computational cost and an efficient implementation. Besides, with
constant weights all the states of the augmented plant, the currents and the
integrator states, are measurable. Thus, the controller design can be reduced
to a state feedback problem and the optimal controller has a PI structure.
That is, once the state feedback gain Ksf is obtained, the control law for
the current loop is given by

vlqd = Ksf

[1

s
(i∗qd − iqd)

iqd

]

, (5.9)

where the subindex qd denotes the q and d components of the variable. Given
the limitations that, in general, have the industrial equipments in terms
of amount of memory and computing speed, the state feedback structure
proposed in this work facilitates the implementation in a real system.
The outer loop that controls the DC voltage generates the reference signal

of the q-component of the current i∗q . The reference signal i∗d is set by the
reactive power demand and is not included in this control loop. Therefore,
the voltage loop is reduced to a SISO design problem where the objective is
to minimize the error of the square of the DC voltage (ν) with a reasonable
control action. Now the plant to be controlled is the closed-loop transfer
Ti∗q iq where i∗q (the reference after the saturation) and iq. That is,

[

iq
id

]

= GKc(1 +GKc)
−1

[

i∗q
i∗d

]

=

[

Ti∗q iq T12
T21 T22

] [

i∗q
i∗d

]

(5.10)

The saturation is included to avoid excessively high current references
that may cause the triggering of the protections. The voltage controller is
designed using a similar procedure to that used in the current controller
design. However, in this case, the controller designed cannot be reduced to
a state feedback problem.
In the final stage of the design process the anti-windup compensation is

considered. This design is based on the scheme proposed in [81]. The aim
of the anti-windup compensation is to minimize the effects of the current
saturation by acting on the inputs and outputs of the voltage controller.
The anti-windup scheme proposed is shown in Fig. 5.7, where Kv is the
voltage controller designed in the previous step and KAW is the anti-windup
compensator. This compensator only acts during saturation and does not
affect the normal operation. The design procedure is based in solving an
H∞ optimal problem in the way detailed in [81].
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ĩ
∗
q

KAW

2

sC

Figure 5.7: Simplified control scheme including voltage controller and anti-
windup compensator.

5.4 Experimental Setup

The experimental setup is described in detail in Chapter 3. The aim
of this test bench is to assess the performance of the H∞ optimal con-
trol scheme for a VSC. The controller is developed with special emphasis
on its implementation in a low performance industrial DSP aiming to re-
duce its computational requirements.Actually, the proposed system includ-
ing the Phase-Locked Loop (PLL), Park transformations, signals sampling
and Space-Vector Pulse-Width Modulation (SVPWM) computations require
less than 40% of the available computing time between commutations consid-
ering the worst case execution time. Therefore, the control scheme discussed
in the previous section is applied to the test bench shown in Fig. 5.8, where
each element involved is labeled to facilitate their identification. The test
bench consists of a back-to-back converter where one side of the converter
corresponds to the system described in Section 6.2, i.e. the GSC. Notice
that in the scheme sketched at the bottom of Fig. 5.8 the AC sides of both
converters (GSC and ESC) are closing a loop and sharing the same AC grid,
this configuration does not affect the results obtained as can be verified in
Section 5.5.

The current source that appears in Fig. 5.4 is emulated in the test bench
by the ESC. Since this converter behaves as a current source only the current
controller is necessary. Given the symmetry of the back-to-back converter,
the current controller designed for the GSC can be used to control the cur-
rents of the ESC. The control block depicted in Fig. 5.9 represents the control
scheme sketched in Fig. 5.5, it contains an algorithm that samples the AC
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Figure 5.8: Schematic view of the experimental test bench: (1) Autotrans-
former, (2) Line inductances and isolation transformer (located
behind), (3) Grid Side Converter, (4) Capacitor Bank, (5) AC
Voltage measurement, (6) AC Current measurement, (7) DC
Voltage measurement, (8) Data acquisition system, (9) Emu-
lation Side Converter (ESC).
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voltages Vabc and currents Iabc and the DC voltage E at the switching fre-
quency. The implemented discrete PLL delivers the phase angle θ at each
sample time in order to perform the Park transformation and compute the
control actions in a dq0 frame. The PLL has been designed following the
closed-loop synchronization based methodology given in [82].
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Figure 5.9: Schematic view of the control system implementation.

The outputs of the control block are the AC voltages Vcontrol used by the
SVPWMmodule to generate the pulse sequence that drives the IGBT bridge.
The control system maintains constant the DC voltage at its reference signal
E∗ while tracking the d-axis current reference signal i∗d which is responsible
for the generation of reactive power. On the ESC side the i∗ESC current
setpoints are used to manage the generation of real power.
To design the H∞ controllers for this test bench the weights selected are

Wev = 3 and Wuv = 1 for the voltage controller and Wec = 250I2×2 and
Wuc = 0.01I2×2 for the current controller. A pole placement constraint was
also included in the design process to ensure that the controller can be im-
plemented with a sample frequency of 12 kHz. The pole placement region
adopted was {s : |Im(s)| < 1500 r/s & − 1200 r/s < Re(s) < 0}. The
discretization of the linear controllers is achieved by means of the Tustin
transformation for a sample frequency of 12 kHz coincident with switching
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frequency of the SVPWM algorithm. Under the conditions detailed above,
the optimization process yields γ = 0.2696 for the current controller de-
sign and γ = 1.6275 for the voltage controller design. The fastest pole of the
resulting voltage controller is −2240 r/s. This guarantees that the discretiza-
tion has a small effect on the controller behavior. The resulting continuous
time controllers are given in the Appendix.

Given that the closed-loop poles have been constraint to be ten times
slower than the switching frequency, the inherent problems of physical im-
plementation, such as computational time delay or aliasing effect, should
not be affecting the performance of the system. The DSP provides a fixed-
point architecture that works with IQ math for arithmetic operations. The
comma selected (for a maximum of 32 bits) is IQ(19) which means that
19 bits are used to represent the decimal part of the values and 13 bit are
used for the integer part. This choice provides enough resolution for repre-
sentation of small variations while allowing the capture of a wide range of
measurements.

5.5 Experimental Results

In this section, the results obtained experimentally in simulation are shown
and compared. Since the design of the controller is based on the model
of the system it is worth to compare both results, specially to validate the
correctness of the assumptions made during the modeling and design process.
For simulation purposes the ESC is modeled as a programmable DC current
source connected to the DC link as depicted in Fig. 5.4. The dynamics of the
converter are reduced to a first order system that provides the setpoints for
the current source. This simplification is validated empirically by comparing
the experimental results and the simulations resulting from the adoption of
this assumption. The programmable DC current source that emulates the
behavior of the ESC has been modeled with a time constant of 0.035 seconds.
The model is developed under Matlab/Simulink c© platform and the electrical
subsystems have been implemented using the SimPowerSystems Toolbox.

Three different scenarios are presented in the next subsections in order
to test the behavior of the system. In the first scenario only real power is
being generated, this is done by setting the reactive power reference signal
to zero of the GSC while commanding the current source to inject current
into the DC-link. In this situation the GSC is forced to deliver real power
in order to maintain the DC voltage stable, i.e. follow the reference signal
E∗. In the second scenario the current source is not in use but a sequence
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of reactive power reference signals (Q∗) is commanded to the GSC, in this
case only reactive power will be delivered to the grid. In the third scenario,
the former situations are mixed, i.e. real and reactive power are generated
at the same time. In this last scenario the current source is injecting current
into the DC-link while the GSC is commanded to deliver reactive power.
The measurement points are indicated in Fig. 5.8 and the data plotted in
this section have been passed through a low-pass filter of 1 kHz in order to
eliminate the sensor noise.

5.5.1 Real Power Scenario

In this test the current source is providing current to the DC-link following
the sequence of setpoints (i∗ESC) plotted in Fig. 5.10b). In order to regulate
the DC voltage, the GSC evacuates the excess of current into the AC grid,
this current takes the form of real power since its phase is synchronized with
the voltage phase. During the test no reactive current setpoint (i∗d) is com-
manded, thus, no reactive power is generated. The total current generated
is shown in Fig. 5.10 where it is plotted in the qd and abc reference frames
and a comparison with simulation results is made. Due to the measurements
noise, the iq current of Fig. 5.10b) yields in a wide line, this signal has not
been filtered in order to preserve the captured evolution of the signal. While
the current reference signal i∗ESC is composed of steps, the actual evolution
of the current is imposed by the dynamics of the ESC. Since the poles of
the current loop are very fast, the actual current iESC follows closely its
reference signal i∗ESC .

The DC-link voltage evolution is shown in Fig. 5.10c), where the effects of
the current transients can be observed. The settling time of the DC voltage
is related to the system dynamics and the performance of the Kv controller.
Relaxed constraints for the voltage controller design where applied by means
of selecting the proper Wuv, this fact leads to a smooth reaction when small
variations in the DC voltage occur. Few volts of voltage error does not
translate into an aggressive control action, i∗q , as can be verified in the plot. It
can be verified in this figure that the DC voltage ripple remains conveniently
below 1% of the nominal voltage during all the test.

In Fig. 5.11a) a detailed view of the first current transient is shown in the
abc reference frame. The waveforms depicted in Fig. 5.11b) correspond to
one phase of voltages and currents, their synchronization clearly shows that
only real power is being generated and no reactive power is provided by the
converter during this test. The plot corresponds to the instant of maximum
current generation, 3 A.
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Figure 5.10: a) Three-phase current evacuated by the GSC. b) q-axis current
(active current) in the gray line and DC current source setpoints
(i∗ESC) in black line. c) DC voltage at the capacitor bank. The
black line corresponds to simulation results and the gray line
to the experimental data, the red line indicates the reference
signal.

5.5.2 Reactive Power Scenario

In this scenario, the current source is not operating and only reactive power
is being delivered by the GSC. The reactive current setpoint sequence in the
qd frame is plotted in Fig. 5.12b), the current evolution in the abc reference
frame is shown as well in Fig. 5.12a). No delay in the response of the system
can be observed in these plots since there is no current flowing through the
DC-link and, thus, its dynamics are not affecting the results. During the
test, only the current loop is acting, thus, the performance of the voltage
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Figure 5.11: a) Detailed view of the current transient. b) A single phase of
the grid voltage and current showing no phase lag corresponding
to pure real power generation. The black line corresponds to
the voltage and the gray line to the current.

controller is not reflected in the results, as a consequence the current has
a fast response and follows its reference almost instantaneously. The DC-
link voltage evolution is plotted in Fig. 5.12c) where small variations during
current transients can be observed.

A detailed view of the current transient is provided in Fig. 5.13a). In
order to generate reactive power the voltages and currents must have a 90◦

phase-lag between their phases, as can be seen in Fig. 5.13b). Until this
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Figure 5.12: a) Three-phase current provided by the GSC. b) Reactive cur-
rent in the qd reference frame, the black line corresponds to
the GSC setpoint sequence and the gray line to the system re-
sponse. c) DC-link voltages obtained from the experimental
test and simulation. The black line corresponds to simulation
results and the gray line to the experimental data, the red line
indicates the reference signal imposed.

phase-lag is reached the current generated can affect partly the capacitor
voltage, however, this influence is very small, less than 1 volt. The lack of
slow dynamics provides a fast response of the system in this scenario.

5.5.3 Real and Reactive Power Scenario

In the last scenario the situations described in the previous subsections are
happening at the same time, real and reactive power are generated simul-
taneously. The sequence of reactive current setpoints of the GSC (i∗d) and
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Figure 5.13: a) Detailed view of the current transient. b) Single phase of
the grid voltage and current showing phase lag of 90◦ degrees
corresponding to a pure reactive power generation. The black
line corresponds to the voltage and the gray line to the current.

the sequence for the current source (i∗ESC) are shown in Fig. 5.14b) and c)
respectively. In this plot, it can be seen that the controls of the real (iq)
and reactive (id) currents are decoupled, thus, the transients of one of the
currents does not cause a strong variation on the other one. The DC-link
voltage evolution can be seen in Fig. 5.14d). The transients that can be
noticed are due to the changes in real power generation while the transients
corresponding to changes in reactive power generation are too small to be
observed.
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Figure 5.14: a) Three-phase current provided by the GSC. b) Reactive cur-
rent measurement and setpoint in the qd reference frame. c)
q-axis current (active current) in the gray line and DC current
source setpoints (i∗ESC) in black line. d) DC-link voltage. The
black line corresponds to simulation results and the gray line
to the experimental data, the red line indicates the reference
signal.

A detailed view of the current transient is provided in Fig. 5.15a).The
phase-lag between voltages and currents is plotted in Fig. 5.15b), these
waveforms present a phase angle between 0◦ and 90◦ as corresponds to this
scenario. This plot corresponds to reactive current generation of 5 A and
real current generation of 1 A.
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Figure 5.15: a) Detailed view of the current transient. b) Single phase of the
grid voltage and current showing a phase lag between 0◦ and 90◦

degrees corresponding to a real and reactive power generation.
The black line corresponds to the voltage and the gray line to
the current.

5.6 Conclusion

A control strategy that includes optimal controllers and anti-windup com-
pensation is proposed to manage the interchange of real and reactive power
between a VSC and the AC grid. A special effort has been put on the
implementation and test of these controllers in industrial equipment that
has embedded a DSP as many commercially available converters have. The
proposed control system can be implemented in processing units that have
a lower performance than the DSP used in this work. It is also possible
to implement the resultant controllers in a similar DSP together with more
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complex algorithms to manage multi-level converters, reject negative se-
quence or compensate harmonic components without affecting the control
system execution. The control scheme has been evaluated experimentally
showing a satisfactory response and an accurate matching with the results
predicted in simulation. The control system proposed in this work provides
a good performance combined with low control efforts; nevertheless it does
not increase excessively the order of the controllers. In consequence, an effi-
cient implementation can be done which provides numerical stability to the
control loops. The design stage of the control system and its implementa-
tion have been detailed and all the considerations taken into account have
been explained providing a clear and easy to understand view of the entire
process. The scenarios considered during the testing stage introduce a real-
istic background. These scenarios correspond to the actual situations that
typically has to face a grid connected VSC in steady-state operation.

Controllers implemented

Kc(s) =









0.000 0.000 128.000 0.000 0.000 0.000
0.000 0.000 0.000 128.000 0.000 0.000

−99.959 −0.189 0.000 0.000 12.652 −1.131
0.189 −99.959 0.000 0.000 1.131 12.652









Kv(s) =

















−1487.7 102.7 1311.9 2214.0 −2.7 0.000
−507.4 −1587.4 −57.2 147.9 50.1 0.000
879.3 389.5 −1682.0 −2457.0 −2.6 0.000
732.4 281.1 −1280.4 −1948.2 −2.1 0.000
0.000 0.000 0.000 0.000 0.000 64.0

−7.5 −49.6 −3.5 −0.6 1.5 0.000

















KAW (s) =













−1584.0 −163.1 7.1 −26.1
2390.9 −4241.6 1.3 26.1
−2.5 8.5 −1399.8 0.000

39.3 46.0 −0.2 0.000
−26.1 −26.1 0.000 0.000













,
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6
Machine-Side Converter

Control

In this chapter, an optimal control scheme is proposed for the back-to-back
converter interfacing a PMSG in the context of wind turbines. The main
objective of this control is to maximize the energy capture in low wind
speeds, although is not limited only to this region since the control is also
used to impose the rated torque in high wind speeds. The proposed design
is intended to preserve the simplicity and numerical stability of classical
approaches whereas takes advantage of formal systematic tools to produce a
control system that ensures stability and performance in different operating
condition. The result is a new gain-scheduled multi-variable PI controller
based on LPV theory, which is able to adapt itself to the operating condition
providing a uniform response under highly varying rotational speed and
keeping the implementation as simple as classical controls commonly used
in power converter applications [50, 51].

This chapter is organised as follows. In section 6.1 a general view of the
control system of the Machine-Side Converter (MSC) and the basic concepts
of the control theory used to develope the proposed controller are given. In
Section 6.2 the system description is given. In Section 6.3 the control system
design is discussed and in Section 6.4 simulation results are provided. In
Section 6.5 the experimental setup is described and experimental results
are shown. Section 6.6 shows a comparison between the performance of
a traditional PI and the proposed control system and, in Section 6.7, the
conclusions of this work are summarized.
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6.1 Introduction

The control system of the MSC tracks the torque setpoints computed by the
speed controller by regulating the currents that circulate through the stator
of the generator. The conversion from torque setpoints to current setpoints
is straightforward since these two signals are proportional. By using the
Park transformation the currents can be expressed in the qd axis that are
linked to the active and reactive power respectively. The active current is
related to the electromagnetic torque, its setpoint is imposed by the speed
controller, however, the reactive current can be freely selected by the user
within the operational limits of the converter. Depending on the application
and the type of generator some amount of reactive power may be necessary.
The generic control system for this side of the converter consists only in the
current loop as shown in Fig. 6.1.
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Figure 6.1: Generic block diagram of the control strategy

This control system interacts with a rotational machine which provides
a variable frequency when the rotational speed changes. Traditionally, PI
controllers have been used for this application. A PI is a well known control
structure and the addition of decoupling terms provide some adaptation
to the different operating points of the system. On the other hand, the
approach proposed in this work aims to design a multi-variable LPV control
that ensures stability and performance in the entire range of operation. A
schematic view of the LPV system using θ(t) as a generic scheduling variable,
is sketched in Fig. 6.2. In the formulation of this problem it is assumed that
the parameter time variations have bounded magnitude and rate.

The parameter-dependent system matrices in a generic form are expressed
as

ẋ = A(θ(t))x+B(θ(t))u

y = C(θ(t))x
(6.1)
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Figure 6.2: Schematic view of the LPV system with exogenous (left) and
endogenous (right) scheduling variable.

with a state-space realization of the LPV augmented plant given by





ẋ(t)
z(t)
y(t)



 =





A(θ(t)) Bw(θ(t)) Bu

Cz(θ(t)) Dzw(θ(t)) Dzu

Cy Dyw 0



 ·





x(t)
w(t)
u(t)



 (6.2)

and the resulting LPV controller is described as

[

ẋk(t)
u(t)

]

=

[

Ak(θ(t)) Bk(θ(t))
Ck(θ(t)) Dk(θ(t))

]

·

[

xk(t)
y(t)

]

(6.3)

In the case of controlling a generator the rotational speed (ωg) can be used
as the scheduling variable θ(t). During the design of the LPV controller an
augmented plant, including the output z and the weighting functions, is
defined in a similar way to the H∞ optimal control procedure explained
previously (Fig. 5.3). Once the problem is formulated the controller can be
synthesized by solving a convex optimization problem as described in [52].
The aim of this procedure is to find a sub-optimal solution by mapping
from the disturbance signal to the output while respecting the constraints
imposed.

6.2 System description

The power extracted by the wind turbine from the kinetic energy of the wind
can be expressed as

Pw =
ρπR2

2
CP (ωtR/vw, θpitch)v

3
w, (6.4)

where CP is the power coefficient, ρ is the air density, R is radius of the
rotor, ωt is the rotational speed, vw is the wind speed and θpitch is the pitch
angle. The mechanical torque developed by the turbine is then computed
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as Γt = Pw/ωt. A simple one-mass model is used to describe the shaft.
Between the turbine and the generator there is a gearbox, considered ideal
(no power losses), which increases the rotational speed and decreases the
torque as

ωg = ηωt, Γt = ηΓload, (6.5)

where η is the gear ratio and ωg and Γload are the rotational speed and
mechanical torque of the generator respectively. The mechanical torque is
counterbalanced by the electrical torque Γg applied by the generator, this
interaction affects the rotational speed according to the dynamic equation

(Γload − Γg)
1

J
= ω̇g, (6.6)

where J is the inertia of the system including turbine, gearbox and generator.

The speed developed by the wind rotor is controlled by the pitch an-
gle θpitch and the electrical torque Γg which are computed with the aim of
regulating the rotational speed. Normally, in high wind speeds, the pitch
controller maintains the rotational speed at the rated value while the torque
reference signal is constant. In low wind speeds, the pitch controller is not
active and the rotational speed is controlled by the electrical torque to max-
imise the energy capture. To this end, the torque setpoint,

Γ∗ = ktω
2
g , (6.7)

where kt is a constant gain [83], is sent to the converter. This ensures that
the CP remains close to the optimal value and thus maximising the energy
capture. The mechanical speed ωg is related to the electrical frequency ωe

according to ωe = p · ωg, where p is the number of pole pairs.

The PMSG interacts with the AC grid through a fully-rated back-to-back
converter. This converter can be directly connected to the grid or it can
incorporate a power transformer to adapt the output voltages. In Fig. 6.3 a
schematic view of the complete system is sketched.

The Machine Side Converter (MSC) is the side of the back-to-back con-
verter connected to the generator. The MSC provides reactive current to
the generator (if needed) and also regulates the active current that flows
through the stator generating the electromagnetic torque. The dynamics of
the MSC in the synchronous reference resulting from the Park transforma-
tion is governed by

ẋ =

[

−R/L ωe

−ωe −R/L

]

x+

[

−1/L 0
0 −1/L

]

(vl + vg), (6.8)
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Figure 6.3: Schematic view of a wind power generation system.

where

x =

[

igq
igd

]

, vl =

[

vlq
vld

]

, vg =

[

vgq
vgd

]

,

igq and igd are the generator qd currents, vlq and vld are the converter qd
voltages (control signals) and vgq and vgd are the generator qd voltages. The
resistance R and the inductance L result from

R = Rc +Rg, L = Lc + Lg,

where the subscripts indicate c for converter and g for generator. The compo-
nents Rc and Lc refer to the resistance and inductance of the filter between
the converter and the generator. The torque applied by the generator is
given by

Γ =
3

2
pΨigq, (6.9)

where Ψ is the permanent magnet flux linkage of the generator. The reactive
power, related to the current igd, is expressed as

Qg =
3

2
vgqigd, (6.10)

which can be useful for field weakening applications [84]. The generator
under consideration has surface-mounted magnets and is described assuming
the same inductance in the d and q axis (i.e. L = Lq = Ld), such assumption
provides a good approximation for control design purposes.
The Grid Side Converter (GSC) is the side of the back-to-back converter

connected to the grid. The GSC has to evacuate the power generated in the
form required by the grid code, it has also to maintain the voltage stable at
the DC-link between both sides. The dynamics of the GSC is governed by

ẋ =

[

−Rz/Lz ωz

−ωz −Rz/Lz

]

x+

[

−1/Lz 0
0 −1/Lz

]

(vl + vz), (6.11)
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where

x =

[

izq
izd

]

, vx =

[

vxq
vxd

]

, vz =

[

vzq
vzd

]

,

where vx are the converter voltages, vz refers to the grid voltages, izq and
izd are the grid currents and ωz is the electrical frequency of the grid. The
grid-side converter includes a filter which parameters are the resistance Rz

and the inductance Lz. The DC-link connecting both sides of the back-to-
back converter provides an additional differential equation associated to the
capacitor bank, its voltage is governed by

dν

dt
=

2

C

(

3

2
vgqigq −

3

2
vzqizq

)

, (6.12)

where ν is the square of the DC voltage (ν = E2) and C is the capacitance.
The variable ν is used to compute the DC voltage behavior instead of E
(actual voltage level) in order to linearise the system [78, 85]. Being the
Park transformation oriented to vzq (vzd = 0), the real and reactive power
delivered by the GSC in the qd frame are given by

Pz =
3

2
vzqizq, Qz =

3

2
vzqizd.

6.3 Control strategy

The control of both converters can be designed independently although both
systems are connected through the DC voltage. In the grid side the GSC
evacuates the energy produced by regulating the DC voltage. In the machine
side the torque setpoints are computed by the high-level controller (or speed
controller) based on the rotational speed and then sent to the LPV low-level
controller (or current controller). The control of the MSC aims to track the
electrical torque reference signal Γ∗ by controlling the generator voltages or
equivalently the currents igqd. Once Γ∗ is computed, the low-level control
can easily calculate the q-axis current setpoint i∗gq using (6.9). The d-axis
setpoint i∗gd can be set arbitrarily (within the generator operational limits) if
field weakening actions are required [84]. The focus of the proposed strategy
is on the electrical aspects of the control, details about the blade pitch angle
control can be found in [86].

6.3.1 LPV Control for the MSC

It is clear from (6.8) that the dynamic behavior of the system depends on the
particular generator angular velocity ωg. In fact, the state space model (6.8)
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depends affinely on the exogenous variable ωg and can be expressed as a
Linear Parameter-Varying (LPV) system of the form

G(ωg) :

{

ẋ = A(ωg)x+Bvl +Bvg,

y = x,
(6.13)

where

A(ωg) =

[

−R/L 0
0 −R/L

]

+ ωg

[

0 p
−p 0

]

,

B =

[

−1/L 0
0 −1/L

]

,

and ωg is in the set Ω = {ωg : ωmin ≤ ωg ≤ ωmax} with ωmax and ωmin the
maximum and minimum rotational speeds.
The controller must ensure stability and performance for all possible an-

gular velocities in Ω. For this reason, when using traditional controllers,
decoupling terms are commonly added to eliminate the dependency on ωg.
Although this simplifies the controller design, it may not be able to fully ex-
ploit all the degree-of-freedoms in the problem and the resulting controller
is not robust against uncertainty in the model parameter. On the other
hand, the synthesis procedure proposed by Apkarian, et al. [52] allows to
design of robust multi-variable LPV gain scheduled control that is able to
ensure stability and performance for all time-varying parameters ωg in the
set Ω. This control scheme, using the rotational speed ωg as the exogenous
scheduling variable, is sketched in Fig. 6.4.

z
G(ωg)

w

y u

K(ωg)

ωg

Figure 6.4: Schematic view of the LPV gain-scheduled control strategy.

LPV gain scheduling design resembles theH∞ optimal control procedures.
The objective is to find an LPV control K(ωg) that minimises the induced
norm of the operator mapping the disturbance w into the performance out-
put z, that is

min
K(ωg),w 6=0

‖z‖2
‖w‖2

< γ, ∀ωg ∈ Ω (6.14)
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where ‖x‖2 =
√

∫ t

0 x
Tx dt and γ > 0. The performance specifications are

considered in the design procedure with an adequate selection of the per-
formance output z and by adding weighting functions. These functions
filter the performance signal penalising certain frequencies of interest. The
gain-scheduled controller satisfying (6.14) is computed by solving a convex
optimization procedure [52]. It is not the intention of this work to detail the
mathematical solution for this problem since software capable of solving it
efficiently is available.

Similarly to H∞ optimal control, the design begins with the definition of
augmented plant where the performance output z and the weighting func-
tions are stated. In the case of MSC, the augmented plant is shown in
Fig. 6.5, in which the objective is to track a current reference i∗gqd. The
weighting function Wuc penalises the high frequency components of the con-
trol action andWec weights the low frequencies of the current errors, with the
aim of finding a trade-off between tracking error and an reasonable control
input. The weight Wuc also limits the controller bandwidth improving the
robustness of the system against modelling errors. It is desirable to include
integral action to ensure a zero steady-state error. This cannot be achieved
by including an integrator in the weighting function Wec because it would
include an unstable and uncontrollable pole and the augmented plant would
not be stabilizable, instead, the integrator is placed as shown in Fig. 6.5.

w = i
∗
gqd

−

[

1

s
0

0
1

s

]

Ksf (ωg)
 

G(ωg) 

Wuc

 

Wec

}

z

igqd

Figure 6.5: Setup for the controller design of the MSC.

Since the states of the system (6.8) and the integral action are available to
be used by the controller, if the weighting functions are constant, the control
design can be expressed as state feedback problem. As a consequence, the
complete controller results in a multi-variable PI structure. That is, once
the state feedback gain Ksf (a 2× 4 matrix) is obtained, the control law for
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the current loop is given by

vlqd = Ksfi(ωg)

∫ t

0
(i∗gqd − igqd)dt+Ksfp(ωg)igqd, (6.15)

where the subindex qd denotes the q and d components of the variable and
Ksfi and Ksfp (Ksf = [Ksfi Ksfp]) correspond to the integral and propor-
tional gains of the controller respectively. This is a common control structure
used in power converter, but the approach in (6.15) do not need decoupling
terms to design two independent PI controllers. In fact, the PI structure
(6.15) exploits the coupling between variables besides considering the time-
varying nature of the system with the aim of achieving better performance
and robustness. This leads to a low order controller that provides numerical
stability, less computational cost and an efficient implementation.
The constraint (6.14) can be complemented with additional restrictions

on the closed-loop poles location [79]. This is particularly useful to make
possible the implementation of the controller in discrete time. Given the lim-
itations that, in general, have the industrial equipments in terms of amount
of memory and computing speed, the state feedback structure proposed fa-
cilitates the controller application.
Owing to the affine dependency of the LPV system (6.13) on the gener-

ator angular velocity ωg, the controller interpolation to construct the gain-
scheduled controller reduces to a linear combination of two matrices, i.e.,
the controller parameter for the current angular velocity ωg is given by

Ksf (ωg) = (1− α(ωg))Ksf1 + α(ωg)Ksf2, (6.16)

where 0 ≤ α ≤ 1 and is obtained from

α(ωg) =
ωg − ωmin

ωmax − ωmin

The constant matrices Ksf1 and Ksf2 are produced by the optimisation
procedure. A brief explanation about the optimisation procedure can be
found in the Appendix of this chapter.

6.3.2 H∞ Control for the GSC

The GSC regulates the DC voltage and delivers the amount of reactive
current demanded by the grid operator. To this end, a control scheme with
a two-loop structure is used, the inner loop corresponds to the current control
and the outer loop to the voltage regulation. The control scheme is shown
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in Fig. 6.6 where the voltage controller Kv, the current controller Ki and
the anti-windup compensator KAW are depicted. The inclusion of the feed-
forward term vzqd enhances rejection of input voltages disturbances and also
improves the dynamic responses in the voltage control loop based on the fact
that the loop gain becomes independent of the input voltage [80]. Unlike
the MSC case, the dynamic of the system does not depend on the angular
velocity and a time-invariant controller designed by H∞ optimal control
is sufficient to achieve an adequate performance. Further details on the
design and implementation of this controller can be found in [85, 78] and in
Chapter 5.
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Figure 6.6: Control scheme for the GSC.

6.4 Simulation Results

The control strategy was first evaluated by simulation in the case of a 5 MW
wind turbine based on PMSG technology. The wind turbine model is de-
scribed in detail in [87] and the generator in [88], a list with the most relevant
parameters of the system can be found in Table 6.4. Although the main fo-
cus of this work is on the power converter, this first simulation is intended
to show the conditions in which the power converter controlling the PMSG
should work.

Notice that this model combined a gearbox and a PMSG, this atypical
configuration was based on the models developed in [88]. This configuration
was selected because it provided a high-speed shaft and a low number of
pole pairs in the generator, such characteristics can also be found in the
experimental setup described in Section 6.5.

The torque reference for speed control was computed as (6.7) with kt =
3.6 Nm(r/s)−2. Average models were considered for the power converters
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Table 6.1: Model parameters of the 5 MW wind turbine used in simulation

Radius (R) 61.5 m

Air density (ρ) 1.225 Kg/m3

Gear ratio (η) 97

High-speed side Inertia (J) 4119.4 Kgm2

Pole pairs (p) 25

Generator frequency 500 Hz

Magnet flux linkage (Ψ) 1.0998 Wb

Resistance (R) 0.3192Ω

Inductance (L) 0.0012 H

DC-link Capacitance (C) 3000µF

and the AC grid was modelled as an infinite bus. For the MSC control
design, the weighting function selected were the constant gains

Wuc = 0.1I2×2, Wec = 24I2×2,

where I2×2 is the identity matrix of 2× 2. A pole placement constraint was
also included in the design process, the region adopted was {s : |Im(s)| <
2000 r/s and −2000 r/s < Re(s) < 0}. The scheduling variable was assumed
ranging from 400 to 1250 rpm.
The current controller of the GSC was designed using the same weights

previously stated for the MSC. For the design of the outer DC voltage con-
troller the weighting functions implemented were

Wuc =
0.01592s+ 0.1

0.001592s+ 1
, Wec = 3,

and the same pole placement region was adopted.
Fig. 6.7 presents the singular values of the open loop and closed loop

systems of the MSC at three different rotational speed. The plots correspond
to the transfer function mapping the references i∗gqd into the currents igqd.
It can be observed that the open loop responses present changes in the
frequency and damping of the eigenvalues. In the bottom plot, it can be
seen the effect on the frequency response of the closed loop system with the
proposed control. The LPV controller produced more uniform responses for
the three values of angular velocity.
In order to provide a realistic application of the proposed control system,

the wind speed profile depicted in Fig. 6.8a was used as input for the sim-
ulation. The wind speed ranges from 6 m/s to almost 11 m/s. The pitch
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Figure 6.7: Maximum singular values of the transfer function corresponding
to ωg = {400, 825, 1250 rpm} for the 5 MW PMSG wind turbine
case.

control is not active since the rotational speed never reaches the rated value.
The CP value (black line) is kept close to its optimal value (grey line) in
normal operation as shown in Fig. 6.8b. The generator speed depicted in
Fig. 6.8c shows a range going from 900 rpm up to 1100 rpm, the inertia of
the system acts as a low-pass filter that smooths the effects of the wind speed
variations on the rotational speed. In Fig. 6.8d the electrical power is plot-
ted, it is always below the rated value 5 MW since the wind turbine never
reaches the rated value. The generator currents are plotted in Fig. 6.8e in
black lines, they follow their reference signals (marked as grey lines) which
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depend on the generator speed in the case of the q-axis setpoint and in the
case of the d-axis setpoint is set to zero. The enlarged view corresponding
to the dashed line box is provided in Fig. 6.8f where a slight deviation of the
current respect to the setpoint can be observed. The load torque developed
by the wind turbine is plotted in red line in Fig. 6.8g, the generator torque
follows its reference signals which depends on the rotational speed accord-
ing to (6.7). The difference between the load torque and the generator is
due to the effect of the inertia of the system and results in the deviations
observed in the CP value. The generator voltages applied by the MSC are
depicted in Fig. 6.8h, these voltages in the qd reference frame are the control
action computed by the LPV controller. These simulations show the high
variability of the rotational speed in a variable-speed wind turbine.

6.5 Experimental Results

The proposed control scheme was implemented in the experimental setup
shown in Fig. 6.9 which is described in detail in Chapter 3. The setup
emulated a wind energy conversion system where the rotor and gearbox are
substituted by an induction motor, this motor developed the load torque that
is applied to the generator through a high-speed shaft. The motor speed was
controlled by a commercial motor drive connected to the grid. The electrical
subsystem is composed by the PMSG, the fully-rated back-to-back converter
and the transformer. The converter consisted of two IGBT-based Voltage
Source Converter (VSC) connected through a DC-link as shown in Fig. 6.10.

Notice that the high-level speed controller was not implemented due to
the fact that the available equipment is not capable of reproducing the aero-
dynamic behavior of the wind turbine. As a consequence, the scenario pre-
sented in the previous section cannot be evaluated experimentally. In order
to provide a clear view of the control system behavior a different approach is
used in the experimental tests. In this case, step changes are implemented as
torque reference signals unlike the reference signals derived from the speed
controller used in the simulation model that are smoothed by the inertia of
the turbine. Taking into account that the time constant of the mechanical
subsystem is generally much larger than the electrical time constant, this
choice can be considered appropriate to evaluate the electrical aspects of
the problem under analysis.

The low-level control blocks depicted in Fig. 6.10 represent the controllers
obtained from Fig. 6.5 (MSC) and the control scheme sketched in Fig. 6.6
(GSC). They also contain an algorithm that samples the AC voltages vabc,
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Figure 6.8: Response corresponding to a realistic wind speed profile for the
5 MW PMSG-based wind turbine. a) Wind speed profile, b) ac-
tual CP value (black line) and optimal CP (grey line), c) genera-
tor mechanical speed, d) electrical power delivered, e) generator
currents (black lines) and their reference signals (grey lines) in
the synchronous reference frame, f) enlarged view of the q-axis
current and its reference signal, g) load torque developed by the
turbine, generator torque and torque reference signal provided
by the speed controller and h) generator qd voltages applied by
the LPV controller.

the currents iab, the DC voltage E, and the generator speed ωg at the switch-
ing frequency. The implemented discrete Phase-Locked Loop (PLL) delivers
the phase angle θ at each sample time in order to perform the Park transfor-
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Figure 6.9: Experimental test bench: (1) motor drive, (2) induction motor,
(3) axis with inertial discs, (4) permanent magnet synchronous
generator, (5) ac voltage measurements, (6) ac current measure-
ments, (7) dc voltage measurement, (8) line inductances (located
behind), (9) capacitor bank, (10) machine side converter, (11)
grid side converter, (12) transformer.
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Figure 6.10: Schematic view of the experimental setup emulating a wind
turbine based on PMSG.
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mation and compute the control actions in a dq frame. The PLL has been
designed following the closed-loop synchronization based methodology given
in [82].

For the design of the LPV gain scheduling controller described in Sec-
tion 6.3, the weighting functions were Wec = 0.4 · I2×2 and Wuc = 0.1 · I2×2

and the pole placement region adopted was {s : |Im(s)| < 1500 rad/s and −
2000 rad/s < Re(s) < 0}. It was assumed that the angular velocity ranges
from ωmin = 62.8 rad/s to ωmax = 502.6 rad/s (200 rpm and 1600 rpm
respectively in mechanical speed). The integrator in (6.15) was discretised
with the Tustin transformation for a sample frequency of 12 kHz coinci-
dent with switching frequency of the Space-Vector Pulse Width Modulation
(SVPWM) algorithm. This parameter selection yielded a closed loop system
with a rise time of tr = 10 ms.

Although the power level is considerably lower than in the simulation
model, the previously described test bench permits to evaluate the control in
similar speed conditions to those presented in simulation. Both systems have
similar rated speeds being 1200 rpm for the multi-MW model obtained from
the UpWind project [88] and 1500 rpm in the case of the test bench, they
also present correlation in the torque/inertia ratio being 10.46 rad/s2 and
12.29 rad/s2 respectively. A test bench simulation using the speed profile
shown in Fig 6.8c is plotted in Fig 6.11 in order to facilitate a comparison be-
tween both systems. The speed control (6.7) with kt = 4.25·10−4 Nm(r/s)−2

is used to compute the torque reference signal.

6.5.1 Results

In order to provide fast electrical transients, torque reference signal Γ∗ step
changes were applied. Torque setpoints are directly translated into current
setpoints i∗gq according to (6.9) to facilitate the interpretation of the results.
The performance of the proposed control scheme was evaluated in two sce-
narios. Firstly, the step response was analysed at three different rotational
speeds, due to the inertia of the system the generator speed remains almost
constant during these tests. In the second scenario a speed ramp was im-
posed to the system. In this parameter varying scenario the sequence of
torque setpoint steps used in the first scenario was commanded as well. Al-
though the focus of these tests is on the generator performance, electrical
variables of the complete test bench were also captured in the first scenario.
During the experiments the d-axis current setpoint i∗gd is set to zero since
field weakening strategies were not the purpose of these tests.
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Figure 6.11: Response corresponding to the test bench model using the 5MW
speed profile. a) generator mechanical speed, b) generator
torque and torque reference signal provided by the speed con-
troller, c) generator currents (black lines) and their reference
signals (grey lines) in the synchronous reference frame, and d)
generator qd voltages applied by the LPV controller.

Constant Speed Scenario

In this test, torque step reference signals were applied while the generator
is rotating at a constant speed, the results are plotted in Fig. 6.12.

The speed control was done by the commercial motor drive acting on
the induction motor emulating the wind rotor and it did not model the
behavior of the wind rotor. The rotational speeds imposed by the motor
were: 500, 1000 and 1500 rpm. Electrical transients are fast in compari-
son with mechanical changes, in consequence, variations in the mechanical
speed are barely noticeable as can be checked in Fig. 6.12a. The sequence of
current setpoints commanded during these tests is plotted in Fig. 6.12b in
black solid line. The resulting q-axis currents at the three generator speeds
are also shown in this plot. As can be observed, the same responses were
obtained independently of the operating point of the system. The system
performance at different speeds remains unaltered because the LPV con-
troller is adapting itself to the operating conditions (using the rotational
speed as scheduling variable) in order to provide the response shaped in the
design stage. The control actions computed by the control system are the
voltages in the synchronous reference frame, vgq and vgd, shown in Fig. 6.12c
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and 6.12d respectively. Similar control actions can be observed at the differ-
ent operating points, the generator voltages increase or decrease according
to the rotational speed and the current demanded but the evolution of these
variables is barely changed in these three tests providing a uniform response.
The voltages in the q-axis vgq plotted in Fig. 6.12c have been offseted to fa-
cilitate their comparison, the offset voltage voff used for each case is 40 V
(500 rpm), 80 V (1000 rpm) and 120 V (1500 rpm) respectively.

The electrical variables involved in the operation of the GSC are offered
in Fig. 6.13 for the 1500 rpm test.
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Figure 6.13: Experimental results corresponding to the constant speed sce-
nario (1500 rpm test). Electrical variables regarding the GSC
operation. a) DC current flowing through the capacitor bank,
b) DC-link voltage level, c) electric power generated, d) 3-phase
currents in the abc frame injected into the AC grid, e) enlarged
view of the 3-phase currents and f) grid line voltage.

The current flowing through the DC-link is shown in Fig. 6.13a and its
voltage in Fig. 6.13b. The transients observed in the DC variables corre-
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spond to the sudden step changes in the operation of the generator but
affected by the dynamic equation of the capacitor bank (6.12). The GSC
evacuates the amount of power necessary to maintain the DC voltage con-
stant. The electrical DC power plotted in Fig. 6.13c shows that it almost
reached 5 kW operating close to its nominal value at the moment of maxi-
mum generation. The 3-phase currents injected into the AC grid are shown
in Fig. 6.13d, the dashed box corresponds to the enlarged view of the second
transient provided in Fig. 6.13e. As can be seen in these plots, the oversteps
observed in the DC variables are not present in the AC currents. The con-
trol developed for the GSC aims to deliver the power generated as steady
as possible, in this sense the setpoint sequence i∗gq used for the generator
(0-4-8-0 A) can be observed in the grid side in black solid line.

Speed Ramp Scenario

In this test it was intended to check the dynamic adaptation of the con-
troller, the test was performed when the motor imposed an acceleration to
the generator and, thus, its speed was constantly changing. The aim of
this experiment was to check the effect of fast changing operating conditions
when the setpoints are changed and transients occur. It is useful to test
the controller with the higher acceleration available since this value bounds
the regions where the control system operates correctly. Although is not
a realistic scenario, testing the controller in these conditions permits us to
verify the proper response in extreme conditions.

In Fig. 6.14a the measured generator speed is shown, the speed increased
more than 150 rpm in 2 seconds during this test. This represents a strong
variation in the operating conditions, wind turbines usually do not present
this fast acceleration rate since they have a slow time constant. The current
reference signals followed the same sequence used in the constant speed
scenario as plotted in Fig. 6.12b in black solid line. Even in this scenario with
a changing operating point the q-axis current igq tracked its reference signal
correctly as can be observed in Fig. 6.14b. It is worth to remark also that
the responses present similar characteristics to the previous scenario with
constant rotational speed. The LPV controller provided an uniform response
in spite of the rapid acceleration. The generator voltages plotted in Fig. 6.14c
and 6.14d show the control actions resulting from the LPV controller. These
voltages evolved with the operating point showing steady values and smooth
transient reactions when the controller gains were constantly changing.
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a) Generator mechanical speed corresponding to the imposed
speed ramp, b) measured q-axis current and reference (LPV
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axis voltage (control action).



88 6.6. LPV and PI controller comparison

6.6 LPV and PI controller comparison

A comparison between the performance of a PI and LPV controllers is pro-
vided in this section. In these experiments the PI and the LPV controllers
are tested in a fully-rated back-to-back converter connected to a PMSG using
the test bench presented before. The PI constants have been computed us-
ing the Internal Model Control (IMC) method with the same time constant
(τ) as the LPV controller, in this way the results can be easily analyzed.
The IMC establishes,

Kp = αb · L, Ki = αb ·R

where the bandwidth αb = ln9
τ
. The control structure used to implement

the PI controller is shown in Fig. 6.15 where the decoupling terms are also
included.

i
∗
gq

−
igq

PI

Ψωe

× Lq
ωe

× Ld
igd

i
∗
gd
−

PI
vd−

vq

−

Figure 6.15: PI controller block diagram including decoupling terms

The frequency response of each control system is shown in Fig. 6.16 for
the LPV and in Fig. 6.17 for the PI controller where this influence of the
rotational speed can be clearly seen. The plant model corresponds to the
test bench used in the experiments.
During these tests the control system follows a sequence of current set-

points at three different rotational speeds. As expected, the LPV controller
provides the same response in every situation while the PI controller presents
a different behavior in different operating points. In order to check the dif-
ferences in the transient response between LPV and the PI controller, the
same test has been performed using both control systems, the results are
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Figure 6.16: Singular values of the test bench platform model and the LPV
controller

shown in Fig. 6.18. The changing transient response stated in the frequency
domain analysis can be also observed during the tests. Depending on the
rotational speed the PI controller presents different behaviors, however the
LPV approach is not affected by the operating point and in all cases of-
fers the same response. As can be stated in the plots referred to the PI
controller, the currents have a different transition during the tests, in con-
sequence, the generator torque will also present variations with respect to
its reference signal. The voltage transitions are also highly influenced by
the operating point in the case of the PI control system, the voltages show
a slower or faster response to the demanded changes with dependence of
the electrical frequency. None of these effects are observed when using the
LPV-based control system. The PI variable response presented in Fig. 6.18
have influence in the DC-link behavior where stronger fluctuations in the
DC voltage are observed when using the PI controller in contrast with the
results obtained from the application of the LPV controller.

The resultant generator currents in the abc frame are shown in Fig. 6.19.
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Figure 6.17: Bode diagram corresponding to the test bench platform model
and the PI-based control system

The difference between using the PI-based control system and the LPV
controller can be clearly seen in these plots as well.

Another interesting aspect to have in consideration is the complexity of
the resulting controllers. One way to evaluate this complexity is to measure
the computing time required by each controller. The switching frequency is
the limitation to the amount of time available for the control system, the
pulse sequence has to be updated before the next interruption starts in order
to effectively follow the control signals computed. In this particular case the
interruptions where at a frequency of 12 kHz (that is a period of 82 µs), coin-
cident with the switching frequency. In the worst case execution time all the
interruptions are executed sequentially and by priority. The time required
by each task to be executed and the relative percentage with respect to the
switching frequency are shown in Table 6.2 for the PI controller (MSC), the
H∞ controller (GSC) and the LPV controller (MSC). As can be stated the
optimal controllers are more demanding in terms of CPU processing time
with respect to the PI controller but this increment of computing time is
not excessive or unaffordable for industrial processors.
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Figure 6.18: Experimental results comparison for three generator speeds:
500 rpm (blue line), 1000 rpm (green line) and 1500 rpm (red
line). From top to bottom: q-axis current (the black line corre-
sponds to the current setpoint i∗q), q-axis voltage, d-axis voltage
and DC current. Two types of controller: LPV (left column)
and PI (right column)
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Figure 6.19: Generator current in the abc frame corresponding to the use of
the LPV and the PI controller during the tests at 500 (top-left),
1000 (top-right), 1500 rpm (bottom-left) and during the ramp
test (bottom-right). The solid black line marks the setpoints
sequence.

Table 6.2: Computing time required by each task during one interruption

Task time (µs) Percentage

Supervisory 1 1.2 %

Sampling 12 14.6 %

SVPWM 19 23.2 %

PI controller 13.5 16.5 %

H∞ controller 24 28.7 %

LPV controller 23 28 %
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6.7 Conclusions

An LPV gain-scheduled control scheme for a PMSG was designed and tested
experimentally. The complete proposed control system consists of an LPV
gain-scheduled controller acting on the machine side of a back-to-back con-
verter and H∞ control acting on the grid side. This control scheme is capa-
ble of working properly in the wide speed range demanded by wind power
applications. This approach can be used together with different high-level
control strategies, which compute the torque reference signals. Unlike pre-
vious optimal control approaches, the proposed scheme produces low-order
controllers simplifying the implementation in industrial computers. From
implementation point of view, the controllers on both sides are similar to
standard PI structures; in consequence, the implementation complexity and
numerical stability are similar to classical schemes.
In particular, on the machine side, the LPV gain-scheduled control uses

the rotational speed to adapt the control actions to the operating condi-
tions as it is also done in PI schemes with decoupling terms. However, the
LPV approach is able to exploit the signal coupling providing robustness
and a more uniform response in different operating conditions. The experi-
mental results show that these features allow the control system to achieve
an accurate reference tracking when the operating conditions are constantly
changing. Adaptability and robustness are characteristics provided by the
proposed LPV controller without using complex control structures unlike
other approaches, moreover, the proposed controller ensures stability in the
entire range of application. The low-complexity control achieves satisfactory
results in challenging conditions, such as step changes and fast accelerations,
showing a smooth and uniform reaction in all the presented situations.
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Appendix

The open loop system in the design setup in Fig. 6.5 can be expressed as

{

ẋa = Ā(ωg)xa + B̄ww + B̄uu,

z = C̄xa + D̄uu,
(6.17)

where

xa =
[

iTgqd (
∫

(i∗gqd − igqd)dt)
T
]

, w = i∗gqd,

z =
[

(We

∫

(i∗gqd − igqd)dt)
T Wuu

T
]

, u = vlqd,

Ā(ωg) =

[

A(ωg) 0
−I2×2 0

]

, B̄w =

[

0
I2×2

]

, B̄u =

[

B
0

]

,

C̄ =

[

0 I2×2

0 0

]

, D̄u =

[

0
I2×2

]

,

Then, the parameter dependant PI gains Ksfi and Ksfp that stabilises the
closed loop system and guarantees (6.14) are computed by solving the fol-
lowing optimisation problem

minimise γ
subjet to

X > 0, γ > 0,




(ĀjX + B̄uWj) + (ĀjX + B̄uWj)
T B̄w (C̄ + D̄uWj)

T

B̄T
w −γI 0

C̄ + D̄uWj 0 −γI



 < 0, j = 1, 2,

Λ⊗X +Υ⊗ (ĀjX + B̄uWj) + ΥT ⊗ (ĀjX + B̄uWj)
T < 0, j = 1, 2

where “>” and “<” denote positive and negative definite matrices, X is a
constant matrix of dimension 4×4, Λ and Υ matrices defining the pole place-
ment region [79], ⊗ the Kronecker product, Ā1 = Ā(ωmin), Ā2 = Ā(ωmax)
and

Ksf,j = X−1Wj , j = 1, 2

This is a convex optimisation problem with linear matrix inequalities that
can be solved efficiently with freely available software as Sedumi[89] and
Yalmip[90].



7
Conclusions and Future

Research

7.1 Conclusions

The scope of this thesis has been the application of optimal multi-variable
controllers to a WECS, in addition, the validation of the system model
has been performed following the official regulations and also a small-scale
setup has been constructed in order to test the proposed control systems
and evaluate its viability.

The access to data obtained from actual wind turbines during the field
tests was a great opportunity to investigate the behavior of a model in
the same conditions and compare the outcome. This situation is not usual
and it provided detailed information about internal variables of the elec-
trical system. Although the access to the control system was restricted a
good approximation was developed showing a similar response in simulation.
The validation process was focused on the grid fault situation, where strong
transients are present and the behavior of the WECS is less predictable,
nevertheless the simulation achieved a good matching level in all the tests.
The model developed passed the validation process described in two grid
codes, and, therefore it could be considered a valid model, at least according
to the regulations taken into account. Later, using the a test bench to run
experiments, the correctness of the available model was verified.

The development of the experimental test bench was challenging, many
different issues had to be solved by using the available lab equipment. A
start-up process had to be done since some of the equipment was new and
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required several tests and calibrations in order to reach the desired perfor-
mance. The aim of the test bench was to reproduce a realistic situation for
a WECS and also provide enough flexibility to implement and modify the
control strategies.
The modeling of the test bench was conducted following the approach

developed during the validation process achieving a good approximation
with high detail, as was confirmed during the experiments using the GSC.
As a first step, before the generator was used, the control system for a VSC
connected to the grid was developed. The work done with the GSC aimed to
implement and test an optimal controller that ensures stability and provides
certain degree of robustness since, in its design stage, it is considered the
worst case of the disturbance signals. There is the impression that these
type of controllers are not practical since, in general, they are complex and
computationally expensive. In order to avoid this situation, the minimal
expression of the controller was developed maintaining the benefits of its
application. Moreover the design was proposed in a systematic procedure
that provided a straightforward way to generate the controller while gives
flexibility in choosing the desired performance.
A Linear Parameter-varying approach was used to control the generator

through the MSC. The LPV controller was compared to a benchmark that is
the generally used, i.e. the PI controller. The well-known way of computing
the PI gains (IMC) was selected and the use of decoupling terms was also
implemented to enhance its performance. The results show an improvement
of the LPV controller performance with respect to the PI, the LPV approach
presents an uniform response in all the tests an, moreover, the controller
ensures stability in the entire range of application. The complexity of the
LPV controller with respect to the PI is minimally increased and its design
process was developed systematic and flexible. The proposed control system
was tested in realistic simulations that include the mechanical behavior of
the WECS, it was also evaluated in a test bench in an attempt to resemble
a real situation. The strong transient used during the tests were useful
to highlight the differences between both performances. Moreover, beyond
the theoretical benefits observed in simulations using simplified and linear
models, a physical implementation and test of both control systems was
provided. In the laboratory, the non-linearities inherent to the equipment
were put into test by using a discrete implementation of the control system
in a DSP, these experiments confirmed the predicted results.
Previous studies [57, 58, 61, 62] reported that the use of H∞ and LPV

techniques yield complicated high-order controllers which are not oriented
to be implemented in industrial equipment. It has been verified that it
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is not required a complex controller to achieve some improvement in the
system behavior. In addition, the results look promising and applicable to
other technologies that use combinations of generators and converters. It
is also worth to highlight that the uniform response that shows the LPV
controller which may be useful to predict the response during transients,
and can be also helpful to design alternative control strategies. Traditional
control schemes can yield different responses during transients affecting the
performance of the WECS, and may lead to undesirable responses. This can
be an issue if the wind energy penetration is high in the power system.

7.2 Future Research

From this thesis, future research lines have arisen, which appear listed in
the following:

• From the grid-side converter point of view it would be interesting to
test the benefits of the proposed control system in combination of Line-
Fault Ride-Through techniques. Equipment acting as a grid emulator
and generating the disturbed conditions of the grid can be implemented
in the laboratory to test this situation. In the same line, the analysis
of frequency support schemes by modifying the torque stepoints can be
tested, in this way it can be evaluated the potential benefit of having
a more accurate control system in a situation when the torque has to
be suddenly changed.

• In order to increase the reliability of the LPV controller a sensorless
scheme can be developed and the stability of the LPV approach using
this strategy can be tested using the available equipment.

• The application of the proposed control system to wave energy devices
is an interesting topic to be explored. Some wave energy units present
a strong pulsating nature and develop high torques in short periods
of time. In this consideration, the use of controllers that adapt to the
constantly changing situation while offer a predictable response may
help to the development and implantation of these energy resources.
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O. Gomis-Bellmunt, and A. Sudrià-Andreu. Operation of a Utility Con-
nected Microgrid Using an IEC 61850-Based Multi-Level Management
System. IEEE Transactions on Smart Grid, 3(2):858 –865, June 2012.
2

[30] L. Trilla, O. Gomis-Bellmunt, A. Sudrià-Andreu, Jun Liang, and Tian-
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